
1. Introduction
Lakes modulate weather and climate at different scales, from regional to global (Bates et al., 1993; Brown 
& Duguay, 2010; Dutra et al., 2010; Rouse et al., 2005). Lake thermal regime is also a crucial control for 
lake biogeochemistry including greenhouse gas emissions (DelSontro et al., 2016; Matthews et al., 2020; 
Wik et al., 2016). With the increasing recognition of the importance of lakes in weather and climate pre-
diction, the development of lake models has been advancing over the past two decades. Modelers have 
acknowledged the unprecedented diversity in model configurations and applications and emphasized the 
importance to exploit this diversity by model intercomparison and coupling to improve lake models (Jans-
sen et al., 2015; Mooij et al., 2010; Trolle et al., 2012). One-dimensional lake models, with relatively low 
complexity and high flexibility, are commonly incorporated into numerical weather and climate prediction 
systems (MacKay et al., 2009; Mironov et al., 2010; Samuelsson et al., 2010; Subin et al., 2012). However, a 
comprehensive evaluation and comparison of 1-D lake models has not been done yet. Previous lake model 
intercomparison studies were often conducted at the model level (Guseva et al., 2020; Huang et al., 2019; 
Stepanenko et al., 2013; Yao et al., 2014), so how different parameterizations of individual processes affect 
the modeling results has not been investigated. The results were also inevitably affected by nonphysical 
factors such as differences in numerical solvers. Therefore, limited perspectives are available to guide the 
improvement of individual models. Also, these comparison studies were made on only one lake. Charusom-
bat et al. (2018) examined five turbulent heat flux algorithms by isolating the related codes in each model 
but only focused on the Laurentian Great Lakes. Thus, whether the conclusions from these studies could be 
generalized to lakes in other regions or of different sizes remain to be verified.
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To address these gaps in 1-D lake model evaluation and improvement, we investigate the lake thermal 
regime from an algorithm perspective using a highly diverse lake data set including 50 lakes varying in 
shape, landscape setting, and climate provided by the Inter-Sectoral Impact Model Intercomparison Project 
(ISIMIP) 2a lake sector. Testing on a diverse set of lakes is the only way to develop a robust parameterization 
of global lakes, for which there is no data product available for model calibration. Results from previous 
modeling studies (Bruce et al., 2018; Charusombat et al., 2018; Guo, Zhuang, Golub, Yao, Leung, Pierson, 
et al., 2020; Heiskanen et al., 2015) have shown that simulated lake temperature is highly sensitive to tur-
bulent heat fluxes and wind-driven mixing while light extinction plays an important role in lake thermal 
stratification. Also, snow density was found to have strong impacts on the ice phenology of high-latitude 
lakes (Duguay et al., 2003; Guo, Zhuang, Golub, Yao, Leung, Pierson, et al., 2020; Vavrus et al., 1996). There-
fore, we focus on the parameterization schemes currently used in different lake models for these four key 
processes. For a variable-controlling comparison, we extract the codes of various algorithms and run them 
individually within a parent model. The turbulent heat flux, wind-driven mixing, and light extinction al-
gorithms are tested against the measured water temperatures while the snow density algorithms are tested 
against ice-off day observations. Algorithms are evaluated for both the simulation accuracy and the applica-
bility to lakes of various characteristics.

We use the Arctic Lake Biogeochemical Model (ALBM) (Tan et al., 2015, 2017) as the framework to test 
the algorithms. The model has shown good performances in simulating lake thermal dynamics in previous 
studies and ISIMIP global simulations (Guo, Zhuang, Tan, et al., 2020; Guseva et al., 2020; Tan et al., 2018). 
We expect the conclusions drawn from this study are of universal reference value. For the simulation of eddy 
diffusion, all 1-D lake models mainly fall into two categories: the Hostetler-based models, such as ALBM, 
CLM4-LISS (Subin et al.,  2012), MyLake (Saloranta & Andersen, 2007), Minlake (Fang & Stefan, 1996), 
and WRF-Lake (Gu et al., 2015), and k–ε models, including GLM (Hipsey et al., 2019), Simstrat (Goudsmit 
et al., 2002), and LAKE (Stepanenko et al., 2016). The S12 and K-profile parameterization (KPP) algorithms 
are only able to be incorporated into the Hostetler-based models and likewise, the k–ε related wind-driven 
mixing algorithms are only feasible for the k–ε models. Therefore, ALBM is representative for one type of 
models and the conclusion drawn from the comparison between S12 and KPP is transferable to all models 
within the same category. The parameterization of other major processes is independent of the eddy diffu-
sion categories and thus the comparison of the algorithms has referential value for all 1-D lake models. In 
particular, the knowledge gained here is likely transferable to current and future ISIMIP lake models (e.g., 
CLM4_LISS, MyLake, GLM, Simstrat, and LAKE) because they are under similar configurations of atmos-
pheric forcing, resolution, and lake bathymetry in ISIMIP simulations.

Through the experiments, we aim to show (1) capability differences of algorithms in modeling lake thermal 
regime, (2) whether an optimal algorithm for each key thermal process can be determined, and (3) the pa-
rameterization strategy in the global application of 1-D lake models.

2. Algorithms
In this section, we introduce the algorithms briefly and focus on their differences. The algorithms are de-
noted by the authors and the publication year if not otherwise named. The parameter descriptions, value 
ranges, and references for all the algorithms evaluated in this study are listed in Table 1. We selected algo-
rithms that are currently used in different lake models as well as algorithms that have been proposed for 
performance enhancement (Text S1). Although some algorithms are not typically calibrated in applications, 
we still calibrated the empirical parameters for a fair comparison.

2.1. Turbulent Heat Flux

For turbulent heat flux, we tested eight algorithms that are currently used in different 1-D lake models. 
CW08 (Cole & Wells, 2008) is a highly parameterized algorithm, with the sensible heat flux ( HQ , 2W m ) and 
latent heat flux ( EQ , 2W m ) calculated by

     ,H CW w aQ a U (1)
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   ,E CW w aQ a U e e (2)

where CWa  (  3 1W m mb s) is an empirical parameter used in the Lake Hefner formula,   162.66 mb K  

is Bowen's coefficient, U  ( 1m s ) is the surface wind speed, w and a are the potential temperatures (K) of 
surface water and air, respectively, and we  and ae  are the saturation vapor pressure (mb).
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Algorithm Parameter Unit Description Range Reference

Turbulent heat flux

PW79 hwt – Scaling factor of bulk transfer coefficient for 
turbulent heat fluxes

[0.5, 5] Parkinson and 
Washington (1979)

LS87 α – Charnock number [0.001, 0.028] Liu and Schwab (1987)

C89 α – Charnock number [0.001, 0.028] Croley (1989)

HB90 hwta – Scaling factor of bulk transfer coefficient for 
turbulent heat fluxes

[0.5, 5] Hostetler and 
Bartlein (1990)hwtb – [−0.1, −0.01]

Z98 zL – Scaling factor of the roughness length scale for 
momentum

[0.2, 5] Zeng et al. (1998)

J99 aJ – Empirical parameters for bulk transfer 
coefficient for wind stress

[5.4 × 10−4, 1.25 × 10−2] Jordan et al. (1999), 
Hunke et al. (2015)bJ – [2.84 × 10−5, 7.1 × 10−4]

cJ – [1.53 × 10−5, 3.82 × 10−4]

COARE aCO – Empirical parameters for Charnock number [3.4 × 10−4, 5.8 × 10−3] Fairall et al. (1996), 
Edson et al. (2013)bCO – [−0.025, −0.001]

CW08 aCW W m−2 mb−1 m−1 s Empirical parameter for the Lake Hefner 
formula

[1.37, 34.27] Cole and Wells (2008)

Wind-driven mixing

S12 wstr – Wind shielding factor of mixing [0.1,10] Henderson-Sellers (1985), 
Subin et al. (2012)

KPP aJ – Empirical parameters for bulk transfer 
coefficient for wind stress

[5.4 × 10−4, 1.25 × 10−2] Large et al. (1994), Zhang 
et al. (2019)bJ – [2.84 × 10−5, 7.1 × 10−4]

cJ – [1.53 × 10−5, 3.82 × 10−4]

Light extinction coefficient

Obs – – – – –

H95 – – – – Håkanson (1995)

S19 – – – – Shatwell et al. (2019)

H95c feta – Scaling factor of light extinction coefficient [0.1, 10] –

Snow density

Calib roun kg m−3 Snow density [100, 400] –

Y81 C1 m s−1 Empirical parameters for snow compression [7.22 × 10−4, 2.5 × 10−3] Yen (1981)

C2 m3 kg−1 [4.2 × 10−3, 1.05 × 10−1]

H03 Γρs kg m−4 Empirical parameter for snow density [100, 400] Heise et al. (2003)

Γκs W m−2 K−1 Empirical parameter for snow heat conductivity [0.2, 1.5]

H19 fR – Scaling factor of rainfall [0.2, 5] Hipsey et al. (2019)

fS – Scaling factor of snowfall [0.2, 5]

Note. Except for parameters used in ALBM and γ, other parameter values are perturbed between 0.2 and 5 times of the default values in the original algorithm.

Table 1 
Parameters and Value Ranges for Calibration in Algorithms for All Processes
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Turbulent heat flux in all other algorithms are determined by

     ,H a p H w aQ c C S (3)

   ,E a E E w aQ L C S q q (4)

where a is the air density ( 3kg m ), pc  is the specific heat of air (  1 1J kg K ), EL  is the latent heat of va-

porization ( 1J kg ), HC  and EC  are the bulk transfer coefficients of sensible and latent heat, respectively, 

 2 2S U G  is the total wind speed ( 1m s ), G is the gustiness ( 1m s ), and wq  and aq  are the specific hu-
midity. The seven algorithms differ in the calculation of HC  and EC , and S.

PW79 (Parkinson & Washington, 1979) is the algorithm currently used in ALBM which adopts a simple 
empirical approach:

 ,H HC hwt c (5)

 ,E EC hwt c (6)

where hwt  is a scaling factor,    31.75 10H Ec c .

HB90 (Hostetler & Bartlein, 1990) further relates the bulk transfer coefficients to lake surface area sA , lead-
ing to

 ,hwtb
H a H sC hwt c A (7)

 .hwtb
E a E sC hwt c A (8)

Other algorithms adopt the Monin–Obukhov similarity (MOS) (Monin & Obukhov, 1954) method in which
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1 1 ,
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M
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z zPr
z z
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0 0

1 1 ,
ln Ψ ln Ψ
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M q
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z zPr
z z

 (10)

where   0.41 is the von Karman constant;  1.0Pr  is the turbulent Prandtl number; z is the observation 
height (m); 0z , 0z , and 0qz  are the roughness lengths for momentum, temperature, and humidity, respec-
tively; and ΨM, Ψ , and Ψq are MOS profile functions assumed to be the same in all the algorithms. The 
MOS-based algorithms differ in the calculation of the roughness lengths. Except for the Coupled Ocean-At-
mosphere Response Experiment (COARE) algorithm,  0 0 0qz z z  is assumed.

For LS87 (Liu & Schwab, 1987),





 

2

0 0.11 ,uz
g u

 (11)

where   is the Charnock number,   0.5
Du SC  is the friction velocity ( 1m s ), g is gravity ( 2m s ), and   is the 

kinematic viscosity ( 2 1m s ).

For C89 (Croley, 1989),

 


2

0 ,uz
g

 (12)
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where u  is the same as in LS87.

For Z98 (Zeng et al., 1998),

 0 0.001 ,Lz z (13)

where Lz  is a scaling factor of the roughness length for momentum.

For J99 (Hunke et al., 2015; Jordan et al., 1999),


 
 

  
   
 

0 exp ,
J

J J

z z
a b c U
U

 (14)

where Ja , Jb , and Jc  are empirical parameters.

For COARE (Edson et al., 2013; Fairall et al., 1996),





 

2

0 0.11 ,uz
g u

 (15)

 
     4 5 0.72

0 0 min 1.6 10 , 5.8 10 ,qz z Rr (16)

where    max ,19CO COa U b  is a function of wind speed,   is kinetic viscosity ( 2 1m s ), and 




 0u zRr  is 

the roughness Reynolds number.

Only Z98 and COARE consider nonzero gustiness velocity such that




 
   

 
0.61 ,H E

a p E

g Q QG
c T L

 (17)

where   1.0 in Z98 and 1.2 in COARE, and T  is air temperature (K).

2.2. Wind-Driven Mixing

Two wind-driven mixing algorithms compatible to 1-D lake models were evaluated: S12 (Subin et al., 2012) 
which is highly parameterized and KPP (Large et al., 1994) which has been primarily used for ocean mixing 
simulation and was proposed by Zhang et al. (2019) for lake applications to improve the model efficiency 
in lake mixing. ALBM adopts the first algorithm. Both algorithms are based on the governing equation of 
water temperature ( wT ) defined by

   
     

1 ,w wT TAK R
t A z z

 (18)

where t is the length of time step (s), z is the depth (m), A is lake cross-section area (m2),   m eK  is the 
total thermal diffusivity that consists of molecular diffusivity m ( 2 1m s ) and wind-driven eddy diffusivity 
e (

2 1m s ), and R is a solar radiation term.

The algorithms differ in the calculation of the eddy diffusivity. In S12,     7 2 11.4 10 m sm  is assumed to 
be a constant, and e is defined by
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k z
e

r i

w z e
P R (19)

where w  is the surface friction velocity ( 1m s ), iR  is the Richardson number, and k  is a latitude-dependent 
parameter.

In the KPP scheme, e is considered separately for the lake boundary layer and the lake interior. In the lake 
boundary layer, e follows the MOS and is calculated as

         ,e hw G (20)

where h is the boundary layer depth (m),   /d h is a dimensionless vertical coordinate that varies from 0 
to 1 within the boundary layer,  w  is the velocity scale, and  G  is a shape function. Variable  w  is a 
function of the friction velocity ( u ) which is calculated using the same method as in J99 and therefore, the 
same parameters are included in the calibration. In the lake interior, e is defined as

   ,e s wk k (21)

where sk  is the diffusivity due to shear instability ( 2 1m s ), and   7 2 110 m swk  is the internal wave diffusiv-
ity. The calculation of sk  is related to the local gradient Richardson number. The equations for each term on 
the RHS of Equations 18 and 19 can be found in Large et al. (1994) and Zhang et al. (2019).

The convective mixing in ALBM is represented as the balance of wind-induced kinetic energy and stratifi-
cation-induced potential energy (Saloranta & Andersen, 2007). The kinetic energy ( wstrF ) is modified by the 
wind shielding coefficient:    0.31 As

wstrF wstr e , where wstr is a correction factor for irregular lakes and 

sA  is the lake surface area (km2).

2.3. Light Extinction

We compared calculated light extinction coefficients (, 1m ) generated by three algorithms with observed 
values and evaluated the corresponding model performance. The first algorithm was proposed by Håkan-
son (1995) and was derived from 88 Swedish glacial lakes:

  0.4241.1925 ,d (22)

where d is the maximum lake depth (m). The second algorithm proposed by Shatwell et al. (2019) was de-
rived from a collection of 1,258 lakes:

  0.7955.681 .d (23)

The third, which is used in ALBM, is a modified method of H95 by further applying a scaling factor feta to 
the equation (hereafter denoted as H95c):

   0.4241.1925 .feta d (24)

2.4. Snow Density

Snow and ice processes can be complicated, involving formation of snow, gray ice, and white ice and the 
transformation between water, snow, and ice species. Here, we compared four algorithms of snow density  
(s, 3kg m ), snow heat conductivity (s, 

 1 1W m K ), and snow cover compaction (if considered) while kept 
the modeling of snow-ice transformation and snow melting the same as in ALBM.

The first algorithm, which is used in ALBM, directly calculates snow density in a simple way:

  roun,s (25)
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where roun is calibrated and does not change over time. Snow heat conductivity    1 10.27 W m Ks  is also 
considered to be constant.

Y81 (Yen,  1981) simulates the densification of snow cover (Δρs) by    
s s s

sW t 
C e

C

1
2  where 




 ,new
, max

s
s

w
Ws H  is the water equivalent of new snow (m),  ,new snowfall ΔsH t is the height of new 

snow (m) accumulated during time Δt,   3
,max 1,000 kg mw  is the maximum density of water, and 1C  and 

2C  are empirical parameters. Then, the old snow cover thickness is updated to 


 


 Δ
s

s s
s s

H H , and old 

snow density to     Δs s s. Finally, the total snow density is achieved as the weighted average of new 
and old snow:

 






,new ,new

,new
,s s s s

s
s s

H H

H H (26)

    ,maxmin , ,s s s (27)

where   3
,new 250 kg ms  is the density of new snow, and   3

,max 400 kg ms  is the maximum density of 

snow. Snow heat conductivity is treated as a constant that equals to  1 10.2 W m K .

H03 (Heise et al., 2003) uses empirical approximations relating ρs and κs to the snow cover thickness:




 



 
 
 

  
  
 

,min
,max

,max

min , ,
Γ

1

s
s s

s s

w

H
 (28)


  



 
   

 
,max ,min

,max
min , Γ ,s

s s s s s
w

H (29)

where Γ s ( 4kg m ) and Γ s (  2 1W m K ) are empirical parameters,   3
,max 400 kg ms  and 

  3
,min 100 kg ms  are the maximum and minimum snow densities, respectively, and    1 1

,max 1.5 W m Ks  

and    1 1
,min 0.2 W m Ks  are the maximum and minimum snow heat conductivities, respectively.

H19 (Hipsey et al., 2019) is the most complex algorithm that considers the impact of rainfall and snowfall 
on the compaction of snow cover under different air temperatures. The compaction rate (compact) is sim-
ulated as

 






    


  

         
  

 



   



rainfall Δ

rainfall

snowfall

0.166 0.834 1 , 0 C

compact 0.088 0.912 1 , snowfall 0, 0 C

0, rainfall 0, snowfall 0, 0 C

f tR

fR
fS

e T

e T

T

 (30)

where Rf  and Sf  are scaling factors of rainfall and snowfall rate, respectively. Based on the meteorological 
conditions, the impact of compaction on old snow density ( ,olds ) is simulated as
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where   3
,max 300 kg ms , different from Y81. The snow cover height is then updated to 





,old

s s
s

s

HH . The 

final snow density at the current time step is calculated as



 


  
 


    




,old

,max

,old

1,000 rainfall Δ
, rainfall 0,snowfall 0

snowfall Δ
, rainfall 0, snowfall 0, 0 C ,

, otherwise

s s R

S s

s s

s

H f t

f t H
T (32)

The snow heat conductivity is defined as an empirical function of snow density (Ashton, 1986):

      9 30.021 0.0042 2.2 10 .s s s (33)

3. Data and Method
3.1. Data

We examined 50 lakes from the ISIMIP2a data set, including 1 Arctic, 13 boreal, and 36 northern temperate 
lakes (Table S1). The surface areas range from 0.14 to 611 km2, maximum depths from 6.4 to 501 m, and 
elevations from 210 m below to 4,300 m above sea level. Bathymetry profiles and light extinction measure-
ments are available for all lakes. Water temperature measurements were taken at multilayers at least month-
ly for over 5 years for most of the lakes. For snow density parameterization, we only investigated five lakes 
that are evidently affected by snow phenology (Guo, Zhuang, Golub, Yao, Leung, Pierson, et al., 2020) and 
have long-term ice season observations. The observations are from the Global Lake and River Ice Phenolo-
gy Dataset (Benson et al., 2000, updated 2020) for lakes Kilpisjarvi, Kuivajarvi, and Trout, from the Toolik 
Field Station (Environmental Data Center Team, 2020) for Toolik Lake and Zdorovennov et al. (2013) for 
Lake Vendyurskoe. The ice period observations range from 11 to 32 years with ice-on day, ice-off day, and 
ice duration recorded annually.

Meteorological forcing data supplied by the ISIMIP2a bias-corrected climate input data (Frieler et al., 2017; 
Lange, 2019) were organized at daily time step from 1979 to 2016. The required variables include surface 
air temperature, surface minimum and maximum air temperature, surface air pressure, relative humidity, 
surface wind speed, precipitation, snowfall, surface downward shortwave radiation, and surface downward 
longwave radiation. Inflow and outflow observations were not available and therefore, we assumed static 
water levels for all lakes.

3.2. ALBM

The ALBM is a 1-D process-based lake biogeochemistry model that has been successfully applied to lake 
thermal dynamics simulations around the world (Guo, Zhuang, Golub, Yao, Leung, Pierson, et al., 2020; 
Guo, Zhuang, Tan, et al., 2020; Guseva et al., 2020; Tan et al., 2018). The model uses the fourth-order adap-
tive Runge-Kutta scheme and an adjustable time step that varies with the numerical solver convergence rate 
to avoid instability. For spatial representation, the water column is divided into 50 vertical layers following 
an exponential distribution with the layer thickness increasing from the top to the bottom to resolve com-
plicated processes at the water surface, and the sediment is divided into 10 layers equally. The mixing and 
convection of momentum, energy, and mass between adjacent layers are explicitly simulated.
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3.3. Experiment Setup

One main objective of this study is to isolate the impact of each algo-
rithm and avoid irrelevant influence factors. Therefore, algorithm codes 
were incorporated into the parent model and run individually while the 
algorithm groups not being tested were set to a default setup (Table 2). 
The turbulent heat flux algorithm group was run first to determine the 
best-performing algorithm and then this calibrated algorithm was used 
as the default algorithm when evaluating other groups. For the other 
algorithms, S12  1wstr , the observed light extinction coefficients, and 
  3200 kg ms  were used as the default setup. For the wind-driven mix-
ing group, we first calibrated wstr for each lake under the S12 algorithm 
and then ran KPP simulations with the calibrated wstr values. For cali-
bration, Monte Carlo simulations were run with perturbed parameter 
ensembles (PPEs). The dimension of the PPE equaled 1,000 times the 
number of parameters in each algorithm.

The algorithms were assessed by two criteria: the simulation accuracy and the applicability to lakes of 
diverse characteristics. The simulation accuracy was evaluated by the error metrics of modeled variables 
compared to measured values. For different algorithm groups, different reference variables along with 
different error metrics were considered. In total, six error metrics were calculated for algorithm evalua-
tion, including the root mean square errors (RMSEs), the correlation coefficient (r), the mean bias error 
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the number of observations, iP and iO  are the ith prediction and observation, respectively, and O is the ob-
servation mean.

The algorithm applicability to global lakes was assessed by the distribution of parameter values in the in-
dividual and the ensemble calibrations of the lakes. For the individual calibration, we simply selected the 
optimum parameter value with the smallest simulation RMSE for each lake. For the ensemble calibration, 
we considered all the lakes together by calculating the mean RMSE for all lakes using each parameter set 
and selecting 20 parameter sets with the lowest values. The algorithm with more converged parameter val-
ues requires less recalibration complexity when applied to global lakes.

4. Results
4.1. Turbulent Heat Flux

For turbulent heat flux algorithms, the error metrics for the simulated epilimnion temperature were cal-
culated (Table 3) and the full results are provided in Tables S4 and S5 for the individual and the ensemble 
calibration, respectively. For the individual calibration, the non-MOS based algorithms, PW79, HB90, and 
CW08, showed relatively better performances with overall higher NSE values compared to others (Fig-
ure 1a). Especially for the Arctic lake, Toolik, other algorithms all led to large biases with NSE below 0 and 
RMSE over 5°C while the NSEs are around 0.5 and RMSEs were around 3°C for the non-MOS based algo-
rithms. The non-MOS based algorithms also performed better for large lakes such as Lake Tahoe with NSEs 
around 0.84 while the values using other algorithms were near or below 0. All algorithms led to a negative 
NSE for Lake Laramie because only six observations were available, biasing the calculation. All algorithms 
tended to underestimate the epilimnion temperature. Algorithm COARE showed the worst performance 
with an MBE of −1.7°C. There was an outlier of a boreal lake, Lake Eagle (Figure 1b), with highly under-
estimated epilimnion temperatures using all algorithms due to the very irregular shape of the lake with 
peninsulas dividing the water body. The optimal parameter values all varied largely within the sampling 
ranges (Figure 1c).
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Test group
Turbulent 
heat flux

Wind-
driven 
mixing

Light 
extinction

Snow 
density 

(kg m−3)

Turbulent heat flux – S12 Observation 200

Wind-driven mixing Calibrated – Observation 200

Light extinction Calibrated S12 – 200

Snow density Calibrated S12 Observation –

Note. The best-performing turbulent heat flux algorithm is selected and 
calibrated first and was used for the simulations of other groups.

Table 2 
Experiment Setup
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For the ensemble calibration, the mean NSE for each algorithm decreased by about 0.1 and the RMSE 
increased by about 0.4°C (Tables S4 and S5). Overall, PW79, HB90, J99, and CW08 showed similar perfor-
mances with mean NSEs above 0.6 and mean RMSEs below 3.5°C, better than other algorithms, and the 
accuracy in the Arctic lake was still the highest using PW79, HB90, and CW08 (Figure 2a). Interestingly, the 
hwt values in PW79 and the aCW values in CW08 both achieved convergence at around 1.36 and 6.21, respec-
tively (Figure 2c), indicating high applicability to global lakes with minimum recalibration effort. C89 also 
resulted in a highly converged Charnock number with the values concentrated at the upper boundary of 
the sampling range which is around 5 times the default values in the original model. Heiskanen et al. (2015) 
also found the calculated Charnock number from the measurements of a small boreal lake to be larger than 
that in the original parameterization. These findings suggest that the default Charnock number may not 
be appropriate for lakes with strong mixing events and should be calibrated for models adopting the MOS 
method in future applications. Except for J99, the parameters of all other MOS algorithms converged within 
20% of the sample ranges but the relatively larger sacrifice of simulation accuracy indicates that they may 
not be applicable for modeling global lakes.

4.2. Wind-Driven Mixing

In the investigation of wind-driven mixing algorithms, the performances in both epilimnion temperature 
and thermocline depth simulations were evaluated and the full sets of calculated error metrics are provided 
in Tables S6–S9. In general, S12 outperformed KPP in epilimnion temperature simulations in the individ-
ual calibration. The mean NSE, MBE, and RMSE for individual epilimnion temperature calibrations were 
0.74, −0.46°C, and 2.68°C using S12, respectively, and 0.77, −0.97°C, and 2.87°C using KPP, respectively 
(Table 3 and Figure 3a). Algorithm KPP resulted in larger underestimation than S12 (Figure 3b). However, 
S12 was less accurate in predicting the thermocline depth with mean RMSE of 13.1 m and MBE of −11.2 m, 
while the values were 12.5 and 2.6 m using KPP (Table 3; Figures 3c and 3d). Lake Geneva showed to be 
an outlier with RMSEs over 60 m using both algorithms because it is a very deep lake of 310 m. Both algo-
rithms showed relatively poor performances on reservoirs Mozaisk, Rappbode, Rimov, and SauReservoir 
(RMSE > 10 m, NSE < 0) because river discharge to deep layers of reservoirs, such as metalimnetic or 
hypolimnetic discharge, can largely affect the water thermal profile and even outrun wind-induced mixing. 
Algorithm S12 generally underestimated the thermocline depth while KPP on the contrary overestimated 
the depth. NSEs were negative for both algorithms, showing their deficiency in predicting the seasonal 
movements of thermocline for 46% and 54% of the lakes using S12 and KPP, respectively (Table S7). This is 
further explained below and discussed in Section 5.2 about simulation strategies. The parameters for both 
algorithms achieved relatively high convergence in both individual and ensemble calibration (Figures 3e 
and 3f) and therefore, the model accuracy only slightly decreased in the ensemble calibration (Figure S1). 
This indicates that both algorithms could be applied to larger-scale simulations without extensive recali-
bration efforts.

GUO ET AL.

10.1029/2020WR028776

10 of 21

Turbulent hear flux

Algorithm PW97 LS87 C89 HB90 Z98 J99 COARE CW08

NSE 0.76 0.62 0.58 0.76 0.61 0.69 0.63 0.76

MBE −0.76 −0.69 −0.13 −0.77 −0.13 −0.49 −1.7 −0.73

RMSE 2.91 3.53 3.61 2.91 3.38 3.17 3.62 2.92

Wind-driven mixing Light extinction Snow density

Algorithm S12 KPP Obs H95 S19 H95c Calib Y81 H03 H19

NSE 0.77/−0.11 0.74/−0.23 −0.13 −0.11 −0.07 0 0.2 0.09 0.2 −0.52

MBE −0.46/−11.2 −0.97/2.6 −1.16 −0.96 −1.13 −0.95 2.39 4.46 2.99 12.87

RMSE 2.68/13.1 2.87/12.5 3.92 3.97 3.95 3.9 8.38 8.35 7.96 14.59

Table 3 
All-Lake Mean Error Metrics: Epilimnion Temperature (°C) for Turbulent Heat Flux, Epilimnion Temperature (°C)/
Thermocline Depth (m) for Wind-Driven Mixing, Summer Thermocline Depth (m) for Light Extinction, and Ice-Off Day 
(Day) for Snow Density Algorithms
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The performances of wind-driven mixing algorithms were related to lake shape and depth (Figure S2). KPP 
showed increasing accuracy as the shape factor ( /area depth) increases while it was the opposite for 
S12. The mean MBEs for lakes with shape factors larger than 100 were −6.3 and 0.6 m, using Algorithm S12 
and KPP, respectively. Large shallow lakes are typically affected by horizontal and 3-D mixing which is not 
well resolved in 1-D lake models because of the assumption of horizontal homogeneity. The better predicted 
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Figure 1. NSEs (a) and MBEs (b) of simulated lake epilimnion temperatures, and the normalized values of each 
parameter (c) in the individual model calibration of turbulent heat fluxes. The parameter values are normalized with 
respect to the total range of parameter values in Table 1. NSE, Nash-Sutcliffe efficiency; MBE, mean bias error.
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stratification and mixing of these lakes with KPP compared to the widely used S12 proves the practicability 
and reliability of 1-D lake models in simulating lakes of various types with improvement in the parameter-
ization schemes.
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Figure 2. Same as Figure 1 but for the ensemble model calibration in which we calculate the mean RMSEs of the 
simulated epilimnion temperatures for all lakes. (c) The 20 sets of parameter values with the smallest mean RMSEs 
for each algorithm. The range which the parameter values vary within defines the degree of convergence. RMSE, root 
mean square error.
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Figure 3. NSEs and MBEs for modeled epilimnion temperatures (a and b) and lake thermocline depths (c and d) in 
the individual calibration, and the normalized parameter values in the individual calibration (e) and the ensemble 
calibration (f). NSE, Nash-Sutcliffe efficiency; MBE, mean bias error.
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The comparison of modeled epilimnion temperatures and thermocline depths by month also revealed 
a seasonal pattern (Figure 4). Generally, the largest simulation biases of epilimnion temperatures oc-
curred in May and declined toward October for both algorithms. KPP was less accurate than S12 in May 
and June as it largely underestimated the epilimnion temperatures while the performance improved 
from July to October and became better than S12 (Figures 4a and 4b). In the prediction of thermocline 
depths, the RMSEs decreased from May to summer and increased into fall for both algorithms (Fig-
ures 4c and 4d). KPP only showed larger biases than S12 in May and June because of overestimation of 
the thermocline depth. The advantage of KPP was especially evident in fall when S12 largely underes-
timated lake mixing.

4.3. Light Extinction

Because wind-driven mixing is likely the main controlling factor of lake thermocline depths during spring 
and fall overturn, we compared modeled summer (JJA) thermocline depths only in the evaluation of light 
extinction algorithms. The summer thermocline is overall stable with little variation and thus, r and NSE 
were not calculated. Other error metrics can be found in Table S10. The simulation results showed no dra-
matic differences among different algorithms (Figure 5). All algorithms generally underestimated the lake 
thermocline depth with H95c being the worst, indicating possible inefficiency in the modeling of water 
mixing. Compared to the observed light extinction, the calculated values using H95 had the lowest RMSE of 
0.55 (Figure 6). The uncalibrated algorithms (H95 and S19) tended to overestimate η at lower values while 
underestimating it at higher values. The calibrated algorithm (H95c) showed low coherence to the observed 
light extinction values.

4.4. Snow Density

The ice-off day alone was used as the reference variable for the snow density group. Ice-on day was not con-
sidered here because it was found to be mainly affected by turbulent heat transfer and wind-driven mixing 
(Guo, Zhuang, Golub, Yao, Leung, Pierson, et al., 2020; Tan et al., 2018). Since the annual ice-off day is not 
a continuous event, only RMSE, MBE, and MABE were calculated as shown in Tables S11 and S12. For the 
individual calibration, the mean RMSE and MBE of modeled ice-off day were 8.38 and 2.4 days, respective-
ly, using algorithm Calib, 8.36 and 4.46 days using Y81, 7.97 and 3.0 days using H03, and 14.59 and 12.88 
using H19, respectively (Figure 7). All algorithms predicted a later ice-off day for Lake Kuivajarvi by at least 
13 days. H19 produced the largest discrepancies and overestimated ice-off days for all lakes. For Calib, the 
calibrated snow densities were around 105 kg m−3 except for Toolik Lake for which the optimal density 
was 268 kg m−3 (Figure S5). For Y81, snow densities for all lakes showed a similar pattern with a value that 
slightly increased above 250 kg m−3 as snow accumulated and dropped back at the end. H03 varied in the 
same pattern as Y81 during the ice-on season but started from 100 kg m−3. The simulated density fluctuat-
ed sharply between the minimum and the maximum values during the same season using H19. For snow 
heat conductivity, all algorithms except for H19 resulted in values around 0.25 W m−1 K−1 with the value 
∼0.04 W m−1 K−1 lower using H03, and not much different among lakes (Figure S6). Following the snow 
density pattern, H19 simulated values varying frequently between 1.5 and 0.25 W m−1 K−1. In the ensemble 
calibration, only Calib showed evident differences in the error metrics from the individual calibration. Both 
Calib and H03 achieved convergence in parameter values. Overall, H03 showed the best performance except 
for underestimating the ice-off day of Toolik Lake.

5. Discussion
5.1. Turbulent Heat Flux

We examined the impact of the algorithm choice on the simulation performance for lakes of different char-
acteristics including climate (annual mean air temperature), latitude, surface area, maximum depth, and 
shape factor but found no significant correlations, indicating that no algorithm is specifically the best or 
the worst for a certain type of lakes and thus, one optimal algorithm can be used for global lakes. Overall, 
the single-parameter non-MOS algorithms, PW79 and CW08, had similar performances and although they 
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are the most simplified, they had higher NSEs and lower RMSEs than other algorithms and were also the 
most applicable for larger-scale simulations. One explanation is that more parameters would introduce 
more uncertainties and thus, HB90 showed no advantage over PW79 even though in HB90 the bulk transfer 
coefficients are formulated as functions of lake surface area for a more realistic representation. Also, the 
MOS methods would result in more computation errors by calculating the logarithmic functions and the 
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Figure 4. RMSEs and MBEs of modeled epilimnion temperatures (a and b) and thermocline depths (c and d) by 
month. RMSE, root mean square error; MBE, mean bias error.
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fractional numbers with small values (e.g., roughness length scale) in the denominator. Both PW79 and 
CW08 algorithms tended to underestimate the epilimnion temperature by about 1.1°C, slightly larger than 
other algorithms except for COARE. This can be compensated by using a calibrated wind-driven mixing 
algorithm (Table S6).

Our results differ from Charusombat et al. (2018) that tested the five MOS algorithms on four Great Lakes 
and found the COARE to be the most accurate and others to overestimate turbulent heat fluxes in fall and 
winter. This is probably attributed to the lack of calibration of the algorithms and thus simulation discrep-
ancies resulting from the inappropriate default parameter values but rather the algorithm configurations. 
Also, the study focused on the simulated heat fluxes but epilimnion temperatures, which is not fully compa-
rable with our findings. Further testing using calibrated parameters is needed to verify the cause of different 
results.

For all algorithms, we found no dependence of parameter values on lake characteristics and therefore, the 
same parameter values should be assigned to all lakes. The optimal value of parameter hwt in algorithm 
PW79 was 1.33 and the value of aCW in CW08 was 6.08, both higher than the default values. Combining 
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Figure 5. RMSEs (a) and MBEs (b) for lake thermocline depths from June to August in model calibration of light 
extinction coefficient algorithms. RMSE, root mean square error; MBE, mean bias error.

Figure 6. Calculated light extinction coefficients versus the observed value (a) and the zoomed-in plot of observed 
values lower than 0.5 m−1, that is, the points within the orange box (b).
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the calibrated PW79 and the calibrated S12 algorithm alone will result in a mean epilimnion temperature 
NSE of 0.77, RMSE of 2.68°C, and MBE of −0.46°C, which is adequate for global simulations. The model 
performance can be further improved by implementing a two-algorithm strategy for wind-driven mixing as 
discussed below.

5.2. Wind-Driven Mixing

The KPP algorithms inherently enhances mixing, which leads to lower epilimnion temperatures and deeper 
thermocline depths compared to S12. For high latitude lakes, in spring and early summer after lake ice is 
just thawed, the water surface usually warms up quickly by solar radiation. However, by simulating un-
realistically strong lake mixing that brings heat downward quickly and prevents heat accumulation, KPP 
substantially underestimates the lake epilimnion temperature and overestimates the thermocline depth. 
Examples include lakes Allequash, Harp, Langtjern, and Toolik (Figure S3). When the lake becomes stably 
stratified in summer, S12 is inefficient in modeling lake mixing and thus predicts slightly higher epilimnion 
temperature and shallower thermocline depth. This deficiency has larger impacts on simulation accuracy 
in the fall when cooling at the water surface is faster than the hypolimnetic layers, leading to overturn-
ing. S12 fails to reproduce the strong mixing during this period and thus largely overestimates epilimnion 
temperature and underestimates thermocline depth. This phenomenon can be found in several lakes such 
as BigMuskellunge, Erken, Paarjarvi, and Vendyurskoe (Figure S4). Our finding agrees with Stepanenko 
et al. (2013) and Huang et al. (2019) that models using S12 failed to predict summer stratification correctly 
due to insufficient wind-induced mixing. Huang et al. (2019) proposed to multiply the total thermal diffu-
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Figure 7. RMSEs and biases for ice-off days (a), and the distributions of normalized parameters (c) in the individual calibration, and in the ensemble 
calibration (b and d) of snow density. The lakes are denoted with abbreviations as in Table S1. RMSE, root mean square error.
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sivity K  with an enhancing factor of 40 to improve the model performance, which is too arbitrary to apply 
to other lakes and can also cause unrealistically strong mixing below the lake boundary layer.

Based on the performances in modeling lake temperature and stratification, we suggest a two-algorithm 
strategy for wind-driven mixing parameterization to improve simulation accuracy. Depending on lake 
shape, KPP can largely improve the simulation of lakes with shape factors larger than 100 while S12 can 
be used for small deep lakes that are well represented under the 1-D assumption. S12 is more accurate for 
spring and early summer while KPP can reproduce the lake thermal profile better during the steady strati-
fication and fall overturn periods. The actual months of each period may vary by the lake with later spring 
thawing and earlier overturning for higher latitude lakes.

5.3. Light Extinction

Among the four algorithms, the modeled summer thermocline depth had slightly lower RMSE and lower 
PAE using the observed values. Heiskanen et al. (2015) found that the simulated lake thermal stratification 
is especially sensitive to the light extinction coefficient when it is lower than 0.5 m−1 and mapping of the 
coefficient values would result in better model accuracy while for lakes over the threshold, a default value 
could be safely assumed. At this value range, S19 provided the closest approximation of the observation. 
Therefore, when observation is not available, S19 can better represent oligotrophic and mesotrophic lakes 
that are sensitive to the calculated light extinction coefficient.

In the model, shortwave radiation penetrating to water depth z (m) is modeled using Beer's law, 
     0Φ 1 zL e , where β is the fraction reflected by water surface, 0L  is the incident solar radiation 

(W m−2) at lake surface, and  is the light extinction coefficient. We acknowledge that a more process-based 
lake model should include the effect of solids and aquatic organisms on light penetration and ALBM actu-
ally has such a capability as described in Tan et al. (2017). However, this effect cannot be evaluated in the 
current study because the ISIMIP data set does not provide the data of either solids and aquatic organisms 
or nutrient levels and hydrological fluxes required to simulate solids and organisms.

5.4. Snow Density

Through comparing the simulated snow density using Calib and H03 (Figure S6), we noticed that although 
H03 models similar snow densities to Calib but more realistic snow processes for most lakes, it failed to 
model the high snow density for Toolik Lake and thus underestimated the ice-off day. This indicates that 
H03 can be applied to most northern temperate and boreal lakes while for Arctic lakes, a higher value may 
be necessary. Ice phenology records for more Arctic lakes will help to verify this inference.

The difference in modeled snow density is the main source of the different simulation biases and snow heat 
conductivity explains the rest (Figures S6 and S7). Generally, higher snow density leads to later ice-off day 
while higher snow heat conductivity leads to earlier ice-off day. All algorithms showed a relatively high 
discrepancy for Lake Kuivajarvi, overestimating the ice-off day by 10–20 days, which was due to the biases 
in surface heat flux simulations. For Y81 and H19, the high snow density leads to more gray ice formulation. 
Calib and H03 simulate similar snow density at around 100 kg m−3 while the snow heat conductivity is low-
er using H03, resulting in more heat loss at the snow surface instead of transfer downward and thus slower 
melting. The algorithm behaviors for other lakes can be explained following the same logic. Considering the 
simulation performances, the 0.27 W m−1 K−1 used in Calib may be appropriate for all lakes.

6. Conclusions
We conduct a comprehensive evaluation of algorithms used for modeling four key thermal processes in 
lakes based on the criteria of both simulation accuracy and global applicability. By isolating the algorithms 
within the same parent model, we can focus on the merits of the algorithms individually and rule out 
all other influential factors in the comparison within each group. Moreover, the 50 lakes used to test the 
algorithms cover a wide range of size, shape, latitude, and climate zone, and therefore, our findings are 
informative for global lakes. For turbulent heat flux, although the MOS-based algorithms consider more 
details of physical processes, the discrepancy in simulated epilimnion temperature becomes larger due to 
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complex parameterization and potential computing errors. The non-MOS-based algorithms achieve high-
ly convergent parameters in the ensemble calibration without sacrificing the overall accuracy. The two 
wind-driven mixing algorithms evaluated can both be applied to global lakes without complicated recali-
bration. We find that using the two algorithms in combination based on lake shape and season leads to 
optimum results in modeled lake temperature and stratification. The model performances are similar using 
different light extinction algorithms while in the absence of observation, S19 results in the closest values 
and thus is the best to represent the oligotrophic and mesotrophic lakes that are especially affected by cal-
culated light extinction coefficient. Finally, H03 is found to behave well for simulating boreal and northern 
temperature lake snow densities while a higher value of ∼300 kg m−3 is likely more appropriate for Arctic 
lakes. Meanwhile, the snow heat conductivity at 0.27 W m−1 K−1 is accurate enough for all lakes. Our find-
ings provide informative guides to 1-D lake model improvement for global applications, which enhances the 
practicability of coupling these models with weather and climate prediction systems to improve prediction 
accuracy at a global scale.

Data Availability Statement
The model output and codes for data analysis in this study are available at https://purr.purdue.edu/publica-
tions/3603/1 (Guo, Zhuang, Golub, Yao, Leung, & Tan, 2020).
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