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Abstract Abundant evidence indicates the growing season has been changed in the
Alaskan terrestrial ecosystems in the last century as climate warms. Reasonable
simulations of growing season length, onset, and ending are critical to a better under-
standing of carbon dynamics in these ecosystems. Recent ecosystem modeling studies
have been slow to consider the interactive effects of soil thermal and hydrological
dynamics on growing season changes in northern high latitudes. Here, we develop
a coupled framework to model these dynamics and their effects on plant growing
season at a daily time step. In this framework, we (1) incorporate a daily time step
snow model into our existing hydrological and soil thermal models and (2) explicitly
model the moisture effects on soil thermal conductivity and heat capacity and the
effects of active layer depth and soil temperature on hydrological dynamics. The
new framework is able to well simulate snow depth and soil temperature profiles
for both boreal forest and tundra ecosystems at the site level. The framework is
then applied to Alaskan boreal forest and tundra ecosystems for the period 1923—
2099. Regional simulations show that (1) for the historical period, the growing season
length, onset, and ending, estimated based on the mean soil temperature of the top
20 cm soils, and the annual cycle of snow dynamics, agree well with estimates based
on satellite data and other approaches and (2) for the projected period, the plant
growing season length shows an increasing trend in both tundra and boreal forest
ecosystems. In response to the projected warming, by year 2099, (1) the snow-free
days will be increased by 41.0 and 27.5 days, respectively, in boreal forest and tundra
ecosystems and (2) the growing season lengths will be more than 28 and 13 days
longer in boreal forest and tundra ecosystems, respectively, compared to 2010.
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Comparing two sets of simulations with and without considering feedbacks between
soil thermal and hydrological dynamics, our analyses suggest coupling hydrological
and soil thermal dynamics in Alaskan terrestrial ecosystems is important to model
ecosystem dynamics, including growing season changes.

1 Introduction

The last century has seen an increase in surface air temperature in many places over
the globe. Analyses based on observational records show that such an increase is
as much as 0.6°C since 1861 globally (Jones et al. 1999), while the Arctic region
has experienced the greatest warming in the most recent decades (Serreze et al.
2000). The climatic change in the Arctic has led to greening in arctic ecosystems
since the 1980s (Myneni et al. 1997; Jia et al. 2003; Goetz et al. 2005; Verbyla 2008).
The growing season change has profound implications to carbon dynamics. On the
one hand, abundant evidence suggests that the growing season in northern high
latitudes has been affected by changes of soil thermal regime (Kimball et al. 2004).
And greening in a warmer climate increases the photosynthetic activity and enhances
carbon uptake in the region (Slayback et al. 2003; Kimball et al. 2007). On the other
hand, a warmer climate stimulates permafrost thawing, causing more carbon released
to the atmosphere (Zimov et al. 2006), thus a positive feedback to the climate system
(Hansen et al. 2005). To date, while modeling efforts have been focused on modeling
the fate of soil carbon (e.g. Zhuang et al. 2003; Euskirchen et al. 2006; Balshi et al.
2007), the growing season changes have not been well modeled at large scales. Since,
by definition, the growing season indicates the length of time that allows the plant
to assimilate carbon from atmosphere, the modeling of growing season change is an
important step towards a better understanding of future climate change on carbon
dynamics. Here we investigate how growing season in Alaska has changed and will
change from 1923 to 2099 by simulating the changes of soil thermal regimes at a daily
time step.

To more reasonably model soil thermal dynamics at a daily time step, we further
develop an existing framework of soil thermal and hydrological dynamics (Zhuang
et al. 2001, 2002, 2003, 2004). The existing framework was shown to reasonably
simulate soil thermal regimes at site and regional scales and at a monthly time step
(Zhuang et al. 2002, 2004; Euskirchen et al. 2006; Balshi et al. 2007). However, the
existing framework has several limitations. (1) It has not explicitly considered the
feedbacks between dynamics of soil thermal regime and hydrological conditions, i.e.
the soil moisture of each soil layers were prescribed. The intimate coupling between
soil thermal and hydrological dynamics is of particular importance in the cold
regions (Cherkauer and Lettenmaier 1999). The freeze—thaw cycle would change the
hydraulic conductivity of the soil significantly, resulting in a completely different en-
vironment for moisture transport within a soil column in comparison to that without
considering the freeze-thaw cycle (Cherkauer and Lettenmaier 1999). Conversely,
the change of soil moisture modifies the soil heat capacity and influences soil heat
conductivity (Cherkauer and Lettenmaier 1999). (2) It uses a crude algorithm to
model the snow dynamics based on the amount of precipitation, air temperature,
and elevation (Vorosmarty et al. 1989). A proper simulation of snow thickness is
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important to modeling soil thermal dynamics and hydrological dynamics, as well
as ecosystem and biogeochemical dynamics, in the arctic regions (e.g. Riseborough
et al. 2008). For instance, different depths of snow accumulation will start or stop the
freeze—thaw cycle differently, which would further change the hydrological dynamics,
particularly surface water infiltration and the water transportation in the soil profile
(Cherkauer and Lettenmaier 1999; Iwata et al. 2008), and consequently change the
soil thermal dynamics and ecological processes, including soil degradation, nutrient
availability, and ultimately carbon dynamics.

In this study, the revised modeling framework of snow, hydrological dynamics and
soil thermal dynamics is applied to two dominant ecosystem types including tundra
and boreal forests in Alaska. The historical and future regional scale soil thermal and
hydrological dynamics are analyzed from 1923-2099. The changes of growing season
(length, onset, and ending) are then estimated based on soil thermal regimes for the
same temporal and spatial domains.

2 Methods

We modify the existing framework with following aspects: (1) Incorporating a
snow model that can provide reasonable daily snow depth as well as snow density,
using simple formulations, while accounting for the physical processes involved as
complete as possible; (2) explicitly modeling the feedbacks between soil thermal and
hydrological dynamics; and (3) developing the framework at a daily time step in order
to better simulate growing season changes (see appendices for detailed mathematical
formulations of these new developments). Below, we first introduce how we coupled
a snow model to an existing framework of soil thermal and hydrological dynamics.
Second, we describe the parameterizations of the modeling framework for boreal
forest and tundra ecosystems in Alaska. Third, we describe how the coupled and
uncoupled versions of the modeling framework were applied to Alaska to simulate
soil thermal and hydrological dynamics and changes of growing season for the study
period.

2.1 Coupling soil thermal, snow and hydrological dynamics

The soil thermal and hydrological models have been developed and applied in our
previous studies (Zhuang et al. 2001, 2002, 2003, 2004). In these applications, water
equivalent snow depth is computed using the water balance model developed by
Vorosmarty et al. (1989) at a monthly time step, and snow density is derived using
the snow-classification system of Sturm et al. (1995). To improve the simulation of
snow dynamics at a daily time step, we first incorporate a snow model (Vehvilainen
1992; Karvonen 2003) to the existing hydrological model to simulate the daily snow
depth and snow density. This snow model was found to be able to simulate the daily
snow dynamics well when it is properly parameterized (e.g. Rankinen et al. 2004).
The snow model is driven by daily air temperature and daily precipitation.
The precipitation is linearly partitioned into snowfall and rainfall based on two
parameters, the snowfall temperature and rainfall temperature (i.e. the first two
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parameters in Table 1). When the air temperature is below (above) snowfall temper-
ature (rainfall temperature), the precipitation is completely considered as snowfall
(rainfall). Snowmelt is calculated based on the degree day factor and refreezing
process is modeled based on a refreezing temperature using an exponential function.
The accumulated snow is allowed to hold a certain portion of water either from
rainfall or snowmelt to mimic the process of snow compacting. Snow density and
depth are finally computed based on the accumulated water equivalent snow depth
(see Appendix 1 for a detail description).

In our earlier version of the soil thermal model, heat capacities of different
soil layers are treated as parameters for both frozen and unfrozen soils, and are
determined through model calibration against observations (Zhuang et al. 2001).
If freezing occurs, it assumes the whole layer is frozen completely, then the soil
thermal properties are shifted from that of unfrozen soils to that of completely frozen
soils, and vice versa. In this new development, we compute soil heat conductivities
following Balland and Arp (2005).

Ksoil = (Ksat - Kdry) Ke + Kdry (1)

where K, is the Kersten number, Ky, and K, are the heat conductivities for
saturated soil and dry soil, respectively (See Appendix 2 for their definitions). The
volumetric heat capacities are computed as

Cvol = Z Vicvol,i (2)

with V; being Vo, Viin, Vers Vairs Vwaer and Vi, which are, respectively, the
volumetric fraction of soil organic matters, soil minerals, soil coarse fragments, air,
liquid water and ice.

Table 1 Parameters for the tundra and boreal forest ecosystems used by the snow model in regional
application

Parameter Tundra Boreal Forest  Unit
Temperature limit precip. falls as snow ( Tspow) —0.55 —5.84 °C
Temperature limit precip. falls as rainfall (7y4;,) 1.20 2.72 °C

Base temperature for snowmelt (7' pr) 0.54 3.64 °C

Min. value for degree-day factor (Kpsn) 2.78 2.35 mm day~! °C~!
Max. value for degree-day factor (Kp4x) 325 8.26 mm day~! °C~!
Increase in degree-day factor (Kcyw) 0.055 0.08 mm~!

Max. retention capacity of snow ( fc.pax) 0.21 0.28 None

Min. retention capacity of snow ( fc. mIn) 0.029 0.0 None

Decrease in retention capacity of snow (Ccynm) 0.044 0.05 mm ™!

Base temperature for refreezing (T'g, r) —0.63 —0.98 °C

Refreezing parameter (Kr) 1.77 0.7 mm day~! °C
Exponent for refreezing (er) 1.14 0.38 °C

Density of completely wet snow (pa4x) 0.36 0.3 kg dm—3
Density of new snow (onew) 0.10 0.12 kg dm—3

Daily increase in snow density due to aging (ppack) 0.011 0.02 None
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In the new framework, the fraction of liquid water of the total soil water content
for each layer is determined as a function of soil temperature (See Appendix 3
for details). We still prescribe the organic matter content and the bulk density for
each layer. The soil liquid water redistribution is simulated by solving the Richard’s
equation with top boundary condition determined by surface infiltration and evapo-
transpiration, and lower boundary condition by gravitational drainage (Zhuang et al.
2004). We reformulate the calculation of soil hydraulic conductivities and soil matric
potentials, following Oleson et al. (2004). An impedance factor proposed by Lundin
(1990) is also introduced to reduce the hydraulic conductivity in presence of frost.
Thus, the impact of active layer dynamics on liquid water transportation in the soil
column is accounted implicitly. The soil hydraulic properties of the top layer (e.g.
mosses for boreal forest) in the model are obtained either from literature review or
calibration.

2.2 Parameterizing the modeling framework

We use site-level measurements of an old black spruce ecosystem and a tundra
ecosystem to parameterize the revised modeling framework. The old black spruce
site is located in the northern study area of BOREAS, near the Thompson airport,
Manitoba, Canada (NSA-OBS Sellers et al. 1997, Zhuang et al. 2002; Dunn et al.
2007). Soil temperatures were measured from 1994 to 2006 at depths 5, 10, 20,
50 and 100 cm. The 13-year data from 1994 to 2006 are used in parameterization.
To drive the model, daily air temperature and precipitation are obtained from
the Canadian National Climate Data and Information Archive (http://www.climate.
weatheroffice.ec.gc.ca/climateData/canadae.html). The leaf area index (LAI) re-
quired by the model are obtained from our previous study (Zhuang et al. 2007) and
the MODIS15A2 product (Tian et al. 2000). The tundra site is located near the Toolik
Lake area (Shaver and Jonasson 2007). Meteorological data and soil temperature at
depths 5, 10, 20, 50, 100 and 150 cm have been measured at a daily time step since
2000. The 6-year data from 2001 to 2006 are used for this study. Since we have no
L AI data for the tundra site, the LAI data at a similar tundra site in Barrow, Alaska,
extracted from MODIS15A2 product for the year 2002, are used in the simulation.

To calibrate our modeling framework, we use a modified version of the Shuffled
Complex Evolution Metropolis algorithm (SCEM-UA) (Vrugt et al. 2003) by in-
corporating the importance sampling technique (Shachter and Peot 1989) in the
reshuffling step of the original SCEM-UA, which enables a faster convergence to
the global optimal. We compute the likelihood function for a parameter set 8 as
following

N fe(0®)\?
L (8“]y) = exp —% Z <(9 )) ()

- g
i=1

where e(0”) measures the distance between the model simulation and observational
data y. The standard deviations o of the error distributions of the observation are
assumed same for all the observations used.

To study soil thermal dynamics in both boreal forest and tundra sites, we conduct
two types of simulations: one considers the hydrological feedback on soil thermal
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properties (hereinafter referred as the coupled simulation); the other has not consid-
ered the feedback of hydrological dynamics on soil thermal properties (hereinafter
referred as the uncoupled simulation). For the NSA-OBS site, we use the first 3-year
data from 1994 to 1997 for model calibration and the remaining for validation. For
the tundra site, the first three-year data from 2001 to 2003 are used in calibration and
the remaining is used in validation.

2.3 Regional simulation

We apply both the coupled and uncoupled versions of the modeling framework
and the parameterizations of tundra and boreal forest ecosystems to Alaska at
a 0.2° x 0.2° (longitude by latitude) spatial resolution for the period 1923-2099
(Fig. 1). The vegetation map is re-aggregated from the 0.05° x 0.05° resolution
MODIS L3 land cover type map with the international Geosphere Biosphere Pro-
gramme (IGBP) classification for year 2004 (https://Ipdaac.usgs.gov/Ipdaac/products/
modis_products_table/land_cover/yearly_13_global_0_05deg_cmg/mcd12c1). We re-
classify the forest vegetation types as boreal forest and other types including shrub
tundra, savannas, and grasslands as generic tundra. The spatially-explicit daily
climate data are from the Vegetation Ecosystem Modeling and Analysis Project
(Kittel et al. 2000), which was created based on the historical climate (1922-1996)
and the future HadCM2 scenario (1997-2099). The soil texture and elevation are
from our previous studies (Zhuang et al. 2007). We simulate the top 20 cm average
soil temperature and the daily snow depths. The onset of the growing season is then
defined by the date, starting from which in 10 consecutive days, the top 20 cm average

and boreal forest ecosystems o
in Alaska for the regional
application in this study,
derived from the MODIS L3
land cover type map for 2004
(see text for details)

Fig. 1 Distribution of tundra —168 —160 —152 —144 —13
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soil temperature is greater than 2°C; and the ending of growing season in defined by
the date, before which, in 10 consecutive days, the top 20 cm average soil temperature
is greater than 2°C. This definition should be more robust than the one defined using
daily air temperature (Sharratt 1992), as our simulations indicate there are chances
even when the air temperature is above zero, the top layer of a soil column is still not
sufficiently thawed. We examine changes of soil thermal regime and growing season
through analyses of their absolute values and anomalies at different temporal and
spatial scales. The output in year 1922 is discarded in the analysis of the regional
simulation because of our model configuration.

3 Results and discussion
3.1 Site-level snow dynamics

The revised modeling framework performs well at the NSA-OBS site in simulat-
ing snow depth dynamics (Fig. 2).We use 500-day data to calibrate snow model
parameters (Table 1). The comparison between the simulated and observed snow
thickness has a root mean square error (RMSE) 6.02 cm, coefficient of determination
R? = 0.90 of the linear regression y = 0.91x + 0.66 (p < 0.0001), with x being the
simulation and y being the observations. For the tundra site, we use a relatively
longer time period (4-year data) in calibration. The resulting overall agreement of the
simulated snow depth against the observations is of RMSE 11.47 cm, and R? = 0.92
of the linear regression y = 0.85x + 1.03 (p < 0.0001). Overall, the model captures
the daily snow dynamics reasonably well.

3.2 Site-level soil thermal dynamics

For the NSA-OBS site, the simulated soil temperatures at different depths agree
well with the measurements from the top soil layer to deeper soil layers (Fig. 3). The
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Fig.2 Comparison of simulated snow depths versus observations. a NSA-OBS site: in calibration pe-
riod y = 0.970x — 0.09 (cm), with y being the observation and x the simulation, the root mean square
error (RMSE) is 3.56(cm) and R = 0.96 (p < 0.0001); in validation period y = 0.903x + 0.75 (cm),
RMSE = 6.2 (cm) and R? = 0.90 (p < 0.0001). b Tundra site: in calibration period, y = 0.913x + 1.40
(cm), RMSE = 830 (cm), R?> =0.94(p < 0.0001); in validation period y = 0.816x +0.17 (cm),
RMSE = 14.4 (cm), R? = 0.92 (p < 0.0001)
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Fig. 3 Comparison between the simulated soil temperature and observations at NSA-OBS site

coupled simulation performs slightly better than the uncoupled simulation in deep
soil layers (Table 2). However, as it goes deeper, the agreement becomes worse.
The greater discrepancies between simulations and observations at deeper layers are
mainly due to two reasons. First, in the current algorithm, only two phase planes are
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accounted explicitly in solving the heat conduction equation (Goodrich 1976).When
a new phase plane is initiated at the surface in accordance with a change of freeze—
thaw status, the temperature at the computational nodes (i.e. depth steps) between
the new phase plane and the previous top phase plane is set to 0°C. At the next
model time step, the middle phase plane is ignored and only the movements of
top and bottom phase planes are tracked. This treatment appears reasonable for
materials like water (see Goodrich 1976 and reference therein), but nevertheless it
arbitrarily introduces or removes energy from the soil profile, resulting in solution
errors. The second reason is that, we lack detailed soil moisture data to constrain the
hydrological processes, and the soil profile of the black spruce forest ecosystem is
approximated based on podzols (FAO-Unesco 1990). Thence there are chances that
the soil moisture profile simulated deviates from the site data at a daily time step.
The simulated evapotranspiration and the soil moisture in mineral layer generally
agree with the observed data (Figs. 4 and 5). However, the model underestimates
soil moisture in generic organic layer in year 1996 and overestimates in 1997 in
comparison with the observations (Fig. 5). It is likely due to the lack of detailed
information of the soil profile and sufficient soil moisture data for calibration, as we
explained before.

For the tundra site, similar to the boreal forest site, the coupled simulation
performs slightly better than the uncoupled simulation and greater discrepancies
between the simulation and observation are found in deeper soil layers (Fig. 6,
Table 2). The reasons for the deteriorating performance at deeper layers are the
same as that at the boreal forest site. Also, when the linear fitting of the simulation
against the measurements is conducted, the coupled version shows a slightly better
performance as its slope is closer to one, and a greater R? value of the fitting. For
instance, at depth 1.5 m, the coupled simulation has its linear fitting slope 0.42/0.48
(calibration/validation), R? value 0.38/0.43, and the uncoupled simulation has the
slope 0.34/0.43, R? value 0.34/0.43.

Fig. 4 Comparison of the 100(— T
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Fig. 5 Comparison between
the simulated soil moisture
and measurement for the for
the NSA-OBS site. The
temporally sporadic daily or
hourly measurements of
volumetric soil moisture for
the humic organic and mineral
soil layers are aggregated to
monthly resolution for
comparison. The humic
organic soil moisture was b
estimated as the mean of all
soil moisture measurements
shallower than 45 cm, while
the mineral soil moisture was
estimated as the mean of all
soil moisture measurements
deeper than 45 cm and
shallower than 105 cm
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Through site-level studies, we obtained two sets of parameters for boreal forest
and tundra ecosystems (Tables 3 and 4), which will be used for our regional
extrapolation.

3.3 Historical regional soil thermal, hydrological, and growing season dynamics

3.3.1 Historical soil thermal dynamics

Soil temperature shows a significant increase over most of the study domain in
response to the warming (Fig. 7). The decadal mean seasonal anomalies of the top
20 cm average soil temperature are computed for the spring (March 1st to May 31st)
and autumn (September 1st to November 30th) in the 1930s, 1980s, 2030s and 2080s.
The annual anomaly for a certain season in a given year is defined as the difference
between the mean soil temperature for that season during the year and the mean of
the mean soil temperature for that season during the period 1923-2099. The decadal
mean seasonal anomaly is then calculated as the average of the annual anomalies of
the season over the given decade. The computation is done separately for both the
coupled and uncoupled simulations. The autumn top 20 cm mean soil temperature
in the 1980s is higher than in the 1930s in most areas, in response to the increasing
of air temperature, after recovering from the cold period between the 1940s and the
1970s. In the northern polar region, the autumn top 20 cm mean soil temperature
in the 1980s is however lower than that in the 1930s, in accordance with the cooler
autumn in the 1980s compared to the 1930s.

The soil temperature varies at different scales, and the warming trend is not
very significant. In most boreal forest region (spatial anomaly not shown), the soil
temperature decreases in the 1940s compared to that in the 1930s in both spring
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Fig. 6 Comparison between the simulated soil temperature and observations at tundra site

and autumn seasons. This decrease continues till the 1960s, and then the autumn
temperature begins to increase in the 1970s, while the spring temperature still
decreases. In the 1980s, the spring temperature increases almost over the whole
region compared to the 1970s, and the autumn temperature increases in a smaller
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Table 3 Parameters for the tundra and boreal forest ecosystems used by coupled simulation in
regional application

Parameter Tundra  Boreal Forest ~ Unit Source
First layer organic matter content 90.0 71.0 % Calibration
First layer bulk density 113.6 82.8 kgm™  Calibration
First layer saturated matric potential —109.8 —126.8 mm Calibration
First layer saturated hydraulic conductivity 0.15 0.12 mm™! Calibration
First layer Clap and Hornberg constant 4.0 1.0 None Beringer et al.
(2001)

Second layer organic matter content 23.0 75.0 % Calibration
Second layer bulk density 883.6 997.7 kgm™  Calibration
Third layer organic matter content 5.0 27.0 % Calibration
Third layer bulk density 1043.8 1351.5 kgm—3  Calibration
Fourth layer organic matter content 8.0 4.0 % Calibration
Fourth layer bulk density 1197.0 1108.9 kgm™3  Calibration
Fifth layer organic matter content 6.0 2.0 % Calibration
Fifth layer bulk density 1123.8 1829.4 kgm™  Calibration
Sixth layer organic matter content 6.0 5.0 % Calibration
Sixth layer bulk density 1167.0 1287.9 kgm~3  Calibration

region in interior Alaska. Soil temperature in tundra ecosystems even decrease in
autumn season. During the 1990s, both spring and autumn soil temperature increase
at a greater rate than before.

Table 4 Parameters for the tundra and boreal forest ecosystems used by uncoupled simulation in
regional application

Parameter Tundra Boreal Forest Unit Source

First layer organic matter content 85.0 94.0 % Calibration
First layer bulk density 135.9 133.6 kg m~3 Calibration
First layer volumetric water content 0.12 0.15 m~3 water m—3 soil ~Calibration
Second layer organic matter content 23.0 74.0 % Calibration
Second layer bulk density 855.3 979.1 kg m~3 Calibration
Second layer volumetric water content 0.54 0.36 m~3 water m~3 soil Calibration
Third layer organic matter content 9.0 17.0 % Calibration
Third layer bulk density 1612.9  1040.7 kg m~—3 Calibration
Third layer volumetric water content 0.34 0.08 m~3 water m—3 soil Calibration
Fourth layer organic matter content 4.0 4.0 % Calibration
Fourth layer bulk density 1486.0 11488 kg m~—3 Calibration
Fourth layer volumetric water content 0.42 0.44 m~3 water m~3 soil Calibration
Fifth layer organic matter content 5.0 4.0 % Calibration
Fifth layer bulk density 17953  1183.7 kg m~—3 Calibration
Fifth layer volumetric water content 0.38 0.37 m~3 water m—3 soil  Calibration
Sixth layer organic matter content 7.0 4.0 % Calibration
Sixth layer bulk density 17823  1462.0 kg m~3 Calibration
Sixth layer volumetric water content 0.34 0.34 m~3 water m—3 soil ~Calibration

The soil hydraulic properties of the top layer are assumed same as for the coupled simulation
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Fig. 7 Decadal anomalies of seasonal mean soil temperature of the top 20 cm soil for the four
decades, separated by every 50 years. The left two columns are from the coupled simulation, the
right two columns are from the uncoupled simulation

3.3.2 Historical hydrological dynamics

We define the day of last-observed snow (DLS) as the day in the first half year
(DOY 1-182), after which no snow (less than 1 cm depth) is observed, the day of
first-observed snow (DFS) as the day in the last half year (DOY 183-365, or DOY
183-366), before which no snow is observed, and the duration of snow-free period
(DSF) as the difference between DFS and DLS.

For boreal forest ecosystems, the standard deviation of annual variation in DLS
is 7.9 days in 1923-2000, and 8.1 days in 1972-2000, while for tundra ecosystems,
it is 6.2 days in 1923-2000, and 5.6 days in 1972-2000 (Table 5). The variation is
comparable with that in Dye (2002) (for the region 2), where the standard deviation
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Climatic Change

of the week of last-observed snow cover (WLS) as he defined for the weekly, visible-
band satellite observations of Northern Hemisphere snow-cover from NOAA in
1972-2000, is around 1.0 weeks (around 7.0 days). The standard deviations of the
DEFS and DSF of our simulated data are similar to Dye (2002)’s study. The week
of first-observed snow cover (WFS) and DSF are 0.7 weeks (around 5.6 days) and
1.2 weeks (around 8.4 days), respectively, in his study. The DLS in boreal forest
ecosystems and tundra ecosystems show an earlier shift of 4.7 and 2.0 days per
decade, respectively. The magnitude of earlier WLS shift in Dye (2002) is 5.0 days
per decade, which is greater. A possible reason is that his data are at a weekly
time step, while our simulation is at a daily time step. Also, our simulation covers
a smaller region than that of the region 2 in Dye (2002). For the trend in DFS, the
boreal forest ecosystems and tundra ecosystems show a magnitude of —1.1 days per
decade (p = 0.38) and —0.2 days per decade (p = 0.87), respectively, in 1972-2000,
both of which are smaller than 0.4 days per decade in Dye (2002). The trend of our
simulated DSF in boreal forest ecosystems and tundra ecosystems in 1972-2000 is
3.6 and 1.8 days per decade, still smaller than 5.3 days per decade estimated by Dye
(2002). Stone et al. (2002) found the snow-melt date in northern Alaska has advanced
by 8 days or so, since the mid-1960s. Our simulations show, in areas north of 69°N,
that the DLS advanced 4.0 & 2 days in the same time period. With the time series of
melt dates at the Barrow (BRW) National Weather Service and NOAA/CMBDL-
BRW radiometric observations and proxy estimates determined from temperature
records, Stone et al. (2002) stated that the melt days have advanced by 7.7 & 4.4 days
during 1940-2000. We estimate the DLS in north of 69°N has decreased 8.7 + 1.9 days
in the same time period, which is close to their estimates. Tedesco et al. (2009)
estimated, based on space-borne passive microwave data, that the snow free days
have lengthened around 5 days per decade, during the period 1979-2008 for the pan
arctic region. Our study indicates a trend of 1.55 days per decade (p = 0.37) in boreal
forest ecosystems and —0.66 days per decade (p = 0.73) in the tundra ecosystems,
which are different from Tedesco et al. (2009). This difference is mainly caused by
the uncertainty in the climate data we have used, which was created before 2000
(Kittel et al. 2000).

The coupled and uncoupled simulations of soil moisture are very different at
various scales (Fig. 8). Specifically, the spring volumetric soil moisture of the 1980s in
the coupled simulation is relatively lower (drier) than that in the 1930s, while in the
uncoupled simulation, the 1980s anomaly is higher (wetter) in most of the northern
polar regions than that in the 1930s. The precipitation was generally greater in spring
and summer in the 1980s than in the 1930s, and was lower in autumn in the 1980s than
in the 1970s. The difference in modeled soil moisture is due to the impedance effect
of the frozen water in the coupled simulation. When ice is present, the hydraulic
conductivity is significantly reduced, and the amount of liquid water available for
infiltration after runoff in the soil column is much less than that in the case if frozen
water is otherwise neglected (Lundin 1990; Oleson et al. 2004). Therefore, in the
historical period, the coupled simulation shows a different response to the variation
of precipitation and evapotranspiration from the uncoupled simulation does in the
region (Figs. 8 and 9). In the autumn season, the coupled simulation of soil moisture
again shows a stronger positive response to the decrease of precipitation. Due to the
lack of thermal impact on liquid water transport, the area-weighted moisture in the
uncoupled simulation is lower than that in the coupled simulation.
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Fig. 8 Decadal anomalies of the seasonal mean organic layer soil moisture for the four decades,
separated by every 50 years. The left two columns are from the coupled simulation, the right two
columns are from the uncoupled simulation

3.3.3 Historical growing season changes

The area-weighted growing season lengths are estimated as 160.1 and 164.9 days in
the coupled and uncoupled simulations, respectively, for the boreal forest ecosys-
tems. For tundra ecosystems, the lengths are 118.8 and 110.27 days, respectively, in
two different simulations during the period 1923-2000. The mean day of growing
season onset is on the day 123.6/120.2 of the year (around May 3rd/April 30th), given
in the form of coupled/uncoupled simulations (and similarly hereinafter unless ex-
plicitly stated otherwise), and ending day is 283.7/285.1 DOY (around Oct. 10th/Oct.
12th), respectively, for boreal forest ecosystems. For tundra ecosystems, the onset is
139.0/142.8 DOY (around May 18th/May 22nd) and ending day is 257.8/253.0 DOY
(around Sep. 14th/Sep. 10th) respectively.
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There is a strong inter-annual variability in the day of onset, day of ending
and lengths of the growing seasons in our study period. Specifically, the coupled
simulation shows that, for boreal forest ecosystems, in 1923, the growing season
length is about 172 days; in 1924, it becomes 156 days; and in 1925, it is nearly
168 days. Similar behavior is also found for tundra ecosystems. The mean amplitudes
(characterized by standard deviation) of inter-annual variation of the growing season
lengths for boreal forest and tundra ecosystems are about 8.3/6.4 and 6.4/6.1 days,
respectively, in the period 1923-2000. Analysis of variance shows such an inter-
annual variability is almost equally contributed by the variation in the day of growing
season onset and the day of growing season ending.

At a decadal scale, the growing season lengths in both boreal forest and tundra
ecosystems experience a slight decrease in the 1940s and the 1950s, then an increase
in the 1960s (Fig. 10). The 1960s’ increasing continues to the 1990s. The changes of
the growing season length can be attributed to changes in both the day of onset and
the day of ending. An early day of growing season onset is not simply associated with
a late day of ending. For instance, in the 1990s, when the mean growing season length
is longer than that in the 1980s for boreal forest ecosystems, the mean day of onset in
the 1990s is earlier than that in the 1980s, and the mean day of ending in the 1990s is
later than in the 1980s. However, in the 1980s, when mean growing season length in
boreal forest ecosystems is longer than that in the 1970s, both the mean day of onset
and the mean day of ending are earlier than those in the 1970s.

At a longer temporal scale, the changes of growing season showed a greater
variability in the historical period (Fig. 11, Table 6). During 1923-1950, the growing
season lengths in tundra ecosystems in the northern polar region show a significant
negative trend of change in both coupled and uncoupled simulations. The east and
southwest Alaska show a lengthened growing season in the same period. When the
area-averaged statistics were analyzed, both tundra and boreal forest ecosystems
show the growing season lengths were shortened in 1923-1950 because of the delayed
onset and advanced growing season ending. From 1950 to 2000, the area-averaged
growing season length in boreal forest ecosystems increased 1.6 days per decade
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Fig. 10 a Decadal area-averaged growing season length. b Decadal area-averaged day of growing
season onset. ¢ Decadal area-averaged day of growing season ending. The variables are defined by
days with top 20 cm soil temperature greater than 2°C, for the period 1923-2099. The error bars show
the standard deviation during the given decade. See text for statistics of trend

(p =0.05), and 1.4 days per decade (p = 0.02) in tundra ecosystems in the coupled
simulation. The day of onset in boreal forest ecosystems is earlier by 1.5 days per
decade (p < 0.01) and by 0.9 days per decade (p = 0.05) in tundra ecosystems; the
day of ending in boreal forest ecosystems is delayed by 0.1 days per decade (p = 0.81)
and by 0.5 days per decade (p = 0.15) in tundra ecosystems.

Comparison between our estimates of annual growing season cycle in 1981-1990
to that derived from satellite NDVI for the region north of 45°N (Myneni et al.
1997) shows, that the day of onset was significantly shifted to an earlier DOY in
both the boreal forest and the tundra ecosystems and the shift in tundra ecosystem is
relatively smaller (Fig. 12). Similar to Myneni et al. (1997), we use seven successive
temperature thresholds from 0.0°C (with an incremental 0.5°C) to 3.0°C to determine
growing seasons and their associated variations. The area-averaged growing season
onset is estimated for the coupled simulation with an advance of 13.7 &+ 1.9 days
(13.4 £+ 2.5 days in the uncoupled simulation) for boreal forest ecosystems, and
2.2 + 0.5 days (3.4 £+ 1.2 days in the uncoupled simulation) for tundra ecosystems
in the 10-year period 1981-1990 (Fig. 12). These estimates are similar to the estimate
of 8 + 3 days by Myneni et al. (1997) for the same period. For the growing season
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Fig. 11 Long-term trend in growing season lengths for the different time periods. The left two
columns are for the coupled simulations, the right two columns are for the uncoupled simulations. af,
a3,bl, b3, cl, c3,dl and d3 are the inferred trend. The rest are p values of the trend

ending, we estimate a delay of 3.9 + 1.7 days (7.2 + 3.4 days in the uncoupled
simulation) and 2.5 + 1.7 days (2.3 & 1.4 days in the uncoupled simulation), whereas
Myneni et al. (1997) estimated a prolongation of 4 + 2 days between 1982-3 and
1989-90. We estimate that in boreal forest ecosystems the growing season length is
9.7 + 2.8 days (6.2 £ 5.7 days in the uncoupled simulation) longer, and in tundra
ecosystems 4.7 + 2.1 days (5.7 & 1.6 days in the uncoupled simulation) longer, which
are comparable to the estimates of 12 + 4 days longer in north of 45°N in Myneni
et al. (1997) for the period 1981-1990.

Some recent studies have extended the analysis of greening and browning to the
most recent periods using satellite data (Jia et al. 2003; Goetz et al. 2005; Bunn
et al. 2007; Verbyla 2008). In Jia et al. (2003) and Verbyla (2008), they all found
the peak NDVI increased since the 1980s, with greater increasing in the tundra
ecosystems. A decreasing trend was found in boreal forest ecosystems since the 1980s
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Fig. 12 Area-averaged top 20 cm soil temperature for the 1980s: (al) and (a2), (b1) and (b2), (cl)
and (c2), (dI) and (d2) are, respectively, blow-up plots for panel (a), (b), (¢) and (d)

to 2000, even though with an increasing summer warmth index. The decreasing trend
was explained as a result of a number of factors, including drought stress, insect
and disease infestations. In our study, we found trends of increasing in growing
season length are mixed with trends of decreasing throughout the Alaska (Fig. 11).
Also, the soil moisture in the organic layer in the boreal forest ecosystems was
found decreased both in the coupled and uncoupled simulations in the springs and
autumns of this period (e.g. Fig. 9). This is in agreement with the finding of water
stress in their studies. Therefore, given the climate data used in simulation, we
are doing a reasonable hindcast of the soil thermal and hydrological dynamics, as
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well as growing season statistics, for Alaskan terrestrial ecosystems in the historical
period.

3.4 Future soil thermal and hydrological dynamics and growing season changes

Abundant inter-annual variability exists in the projected soil temperature, and the
trend of soil warming is found much more significant than that in the historical
period. The warming trend is found stronger in the tundra ecosystems (Fig. 7) in the
northern polar region. Generally, the simulated warming in the soil thermal regime
is more substantial in the coupled simulation than in the uncoupled simulation due
to the modulation effects of soil moisture on soil temperature. Since the uncoupled
simulation used the fixed soil moisture for each soil layer, the moisture in the second
layer appears higher than that simulated in the coupled simulation. Thence the soil
column in the uncoupled simulation is less sensitive to the warming because of its
higher heat capacity in presence of more water.

The spring soil moisture is projected to decrease in both the coupled and un-
coupled simulations because of the projected increasing in evapotranspiration (data
not shown). However, as the precipitation is also projected to increase, the 2030s’
mean autumn soil moisture appears higher than the 1980s’ in tundra areas and
the increase is found stronger in the uncoupled simulation. This is because, in the
coupled simulation, the ice in tundra soils needs time to thaw in order to change
the hydraulic conductivities. As warming continues, the hydraulic properties in the
coupled simulation become similar to that in the uncoupled simulation, and their
simulations of soil moisture become more similar (Fig. 9).

For the projected snow dynamics, the DSF in both tundra and boreal forest
ecosystems increases significantly due to an earlier DLS and later DFS. From 2010
to 2099, the projected DLS approaches by 29.1 days in boreal forest ecosystems and
by 23.4 days in tundra ecosystems. The projected DFS comes earlier by 12.0 days in
boreal forest ecosystems and by 4.0 days in tundra ecosystems. Such changes in the
DLS and DFS result in a growing season lengthening by more than 3 weeks longer
by the end of the 21st century in comparison with 2010.

The mean area-weighted growing season length in 2010-2099 is 181.8/187.9 days
for boreal forest ecosystems and 132.2/124.3 days for tundra ecosystems. The mean
day of growing season onset and ending are 110.9/105.5 DOY, and 292.7/293.4 DOY
in boreal forest ecosystems, and 133.3/137.6 DOY and 265.4/261.9 DOY in tundra
ecosystems. Both boreal forest and tundra ecosystems show a significant increasing
trend in the growing season length, due to an earlier onset and a later ending. The
rate of growing season length increasing in boreal forest ecosystems is as much as 3.8
and 2.0 days per decade in tundra ecosystems.

We tested the sensitivity of the projection to the climate forcing by repeating the
simulations by perturbing the original air temperature data £1°C and precipitation
data £10%. For the boreal forest ecosystem, the 1°C increase (decrease) changed
the trend of DSF by 0.1 (—0.03) days per decade. The trend of DFS is more sensitive
to warming than to cooling, while the opposite is for that of the DLS, but the
absolute magnitude of sensitivity is less than 0.1 days per decade. For the tundra
ecosystems, the 1°C increase (decrease) changed the trend of DSF by 0.02 (0.01)
days per decade. Similarly, the DFS is more sensitive to warming than to cooling,
while the opposite is for the DLS, with an absolute magnitude less than 0.1 days
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per decade. For both the boreal forest and tundra ecosystems, the 10% increase
in precipitation hardly changed the trend statistics of DLS, DFS and DSF, while
the 10% decrease in precipitation changed the trend statistics of DLS, DFS and
DSF by an absolute magnitude less than 0.05 days per decade. For the projection
of growing season, it is found a 1°C increase (decrease) in air temperature changed
the trend of growing season length by 0.04 (—0.11) days per decade for boreal forest
ecosystem, and by —0.09 (0.11) days per decade for tundra ecosystem. The increase
in the positive trend of growing season length in the tundra ecosystem occurred for
1°C decrease rather than for 1°C increase, is manifested as a sharper delay in the
growing season ending. However, the length of growing season in the simulation with
—1°C perturbation is shorter, and that with 1°C perturbation is longer. The sensitivity
strengths are quite similar in both the coupled and uncoupled simulations. Similar
as for the statistics of snow, the change of precipitation with £10% did not change
the statistics much (less than 0.1 days per decade in absolute magnitude) for both
the boreal forest and tundra ecosystems, though the sensitivity is slightly greater in
boreal forest ecosystems. Therefore, we concluded that our projection is robust with
recognition of uncertainty of the forcing data used in this study.

4 Conclusions and future studies

In this study, we investigate the change of growing season through modeling soil
thermal and hydrological dynamics of Alaskan tundra and boreal forest ecosystems
in 1923-2099. We first revise an existing framework of soil thermal and hydrological
models for the cold region by explicitly considering the interactions between soil
thermal and hydrological dynamics. Our simulations suggest that the coupled version
of the modeling framework performs better than the uncoupled version. The revised
modeling framework well simulates soil thermal and hydrological dynamics and the
changes of growing season. The estimated regional snow dynamics and growing
season changes are comparable with satellite-based estimates for both tundra and
boreal forest ecosystems. Our future research will incorporate the effects of fire dis-
turbances (1) on changes of organic matter content of the top-soil layers (Lawrence
et al. 2008), (2) on soil thermal conductivity and heat capacity (Zhuang et al. 2002)
and (3) on hydrological dynamics in the modeling framework. We will also consider
the effects of vegetation changes on snow dynamics (Arsenault and Payette 1992),
thus on both soil hydrological and thermal dynamics. The new modeling framework
will be further coupled with our existing biogeochemistry model, the Terrestrial
Ecosystem Model (TEM; Zhuang et al. 2003, 2004, 2007) to study carbon dynamics
in northern high latitudes.
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Appendix 1: Snow dynamics

We modify a snow model from Karvonen (2003) to compute the snow depth and
density for our revised modeling framework. Given the amount of precipitation P,
(mm day~') and the corresponding air temperature T, (°C), the amount of snowfall
and rainfall is computed

1.0 ’ Ta = Train
fW = M s Tsnow < Ta < Train
rain 0.0 snow ’ Ta < Tmow (4)

Prain = fWCWPc
Psnow = (1 - fW)CSPc

When daily air temperature 7, is below Ty,,,, (°C), the precipitation falls as snow.
When T, is higher than T,,;, (°C), the precipitation will fall as rainfall. Cy and Cg
are correction factors for water and snow, whose values are, respectively, set to 1.06
and 1.32 (Karvonen 2003).

In presence of vegetation, part of the precipitation will be intercepted by plants,
and the remaining falls to the ground. We following the work of Coughlan and
Running (1997) to compute the snow interception by plants, such that

I
PSI = LAI%

S[i = m1n(PSI - SAi7 Psnow,i) (5)

where S/; (mm) is the snow intercepted in day i, and SA; (mm) is the snow remains on
the plants in day i after accounting for snow sublimation in the previous day. Is yax
is the daily interception of snow per unit leaf area. The plant interception of rainfall
is computed in a way similar to the snow interception, but the maximum intercept
rate is computed using the formula in Helvey and Patric (1965).

After accounting for the plant interception, the through-fall of precipitation is
added to two pools, the accumulated snow Xg (mm) and accumulated liquid water
Xg (mm), on the ground, which are governed by the following equations

dXs
7 = Psnow,thru — Omelt + Srefreeze
dXgr

dt = Lrain,thru — Srefreeze - OulfIOU) (6)

where Pyuon e (mm day™!) and Pryin i (mm day™!) are the through-fall of snow
and rain to the ground.

The snowmelt S,,,;; (mm day~!) is computed based on a degree-day factor through
the following equation

Smett = Kyt (Ta — T,m)
Ky = Kyiv (1 + KcuomMceum) Ky < Kyax (7)

where K is the degree-day factor (mm °C day~'), T,y (°C) is base temperature for
melting, Ky;v and Ky 4y are the minimum and maximum values for the degree-day
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factor. Mcyy (mm) is the cumulative snowmelt during the winter/spring, and Kcpu
(mm™') is a parameter denoting the increase in degree-day factor given one mm
change in snow accumulation.

Snow is able to store a certain amount of liquid water until it becomes sufficiently
wet”, such that it reaches the maximum snow density. We model such process by
introducing a water retention capacity, such that

113

fecap = femax (1 = CcumMcum) , fcap = fe,min

Siiq = fcarSwe (8)

where Sj;; (mm) is the amount of liquid water stored in the accumulated water
equivalent snow Syx (mm).

When temperature is low and there is liquid water stored in ground snowpack,
refreezing process could occur to change liquid water into ice crystals, adding to the
amount of accumulated snowpack. Such process is modeled through the following
equation

er

Srefreeze = Kr (TB,F - Ta)
Srefreeze =0 ) Ta = TB.F (9)

, Ty < TgF

where Tp r is the base temperature for refreezing, Kr (mm °C~! day~') is the
refreezing parameter and e is the exponent coefficient for refreezing.

The outflow in day i is computed as a residual of the total liquid water Xz (mm)
accumulated in day i (including new rainfall and snowmelt) after subtracting the total
amount of liquid water that can be held in the wet snow (Sj;;). If otherwise the Xz
is less than Sj;4, no outflow is allowed. The outflow, if available, is used to compute
the surface runoff and infiltration following our original formulations of the model
(Zhuang et al. 2004). With the amount of accumulated snowpack, the snow density
and depth are computed as

(I + ppack)ps.i-1Ds,i—1 + ONEW Psnow,i

Psi =
' DS,i—l + Psnow.i
PS.i = PMAX
Sw
Dg; = “WE! (10)
PS.i

where ps; 1 (kg dm—3) and Ds; | (mm) are snow density and snow depth of the
previous day, Pguow. i 1S the amount of new snow through-fall in day i, pyew is
density of new snow and ppack is a snow-packing parameter that accounts for the
effect of snow compaction. Further, it assumes the snow density is no greater than

PMAX-
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Appendix 2: Soil thermal properties

Following Balland and Arp (2005), the Kersten number is defined as, for unfrozen
soils

0.5(1+Voms—Viand.s—Vers)
K. =0,y

| 5 L o3 Ve
| ) -(5) o
1 + exp(_ﬁesal) 2

and for frozen or partially frozen soils

Ke — 9]+Vam,x (12)

sat

where the adjustable parameters « and 8 are assumed 0.24 and 18.3. Vi, Viana.s and
Vs are the volumetric fractions of organic matter, sand and coarse fragments within
the soil solids. 6, is the degree of saturation computed with

Qsat - Vwater + Vice (13)

Vpores
where Vores = 1 — pp/pp With p, being the bulk density of soil, and p, the particle
density of the soil, given by

Pp = Wom/pom + (1 = Wom)/ Pmin (14)

where p,, and p,;, are the density of soil organic matter and soil minerals, and
Won is the weight fraction of soil organic matter. Kg-, and K, are, respectively,
determined with

(@Kotia — Kair) pp + Kairpp

Ky = (15)
y
Pp — (I —a)pp
and for saturated unfrozen soils
1=V pores 1V pores
Kot = K" Kivater (16)
and for saturated frozen soils
1=V pores 1V pores—Vwater 17V yaer
Ksar = Ksolid Kice KWﬂ;e; (17)
Koiiq 1s defined as
Vom,s 1-Vauarizs 1-1=Voms—Vauartz.s
Ksolid = Kor(;tMthzartg Kmin " (18)

Appendix 3: Water ice content formulation

We adopt the formula by Decker and Zeng (2006) to estimate the fraction of ice
content in the volumetric soil moisture.

Vi 1 —exp [oc X (%) X (T— Tfrz)]
Vl B exp (1 — %:)

(19)
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where V; is volumetric ice content, V/, is total volumetric water content, and V; is the
saturated volumetric moisture content, « and g are empirical parameters, chosen 2
and 4 respectively, T s, is the reference temperature for freezing.

Appendix 4: Evapotranspiration modeling

The evapotranspiration is computed as a sum of plant evapotranspiration, soil
surface transpiration, plus snow sublimation from both the ground and canopy if
snow is present. In this study, the plant evapotranspiration is calculated in the same
way as in the work of Zhuang et al. (2004). The soil surface evapotranspiration is
computed using the Penman-Monteith formula, following Shuttleworth and Wallace
(1985). To ensure the mass balance of water, the dew formation is considered as the
difference between the plant-intercepted rain and the plant evapotranspiration.

Appendix 5: Root distribution

The root distribution is required to model the effect of plant evapotranspiration at
different depths in the soil profile. We model it as (Jackson et al. 1996):

rd)y=1-y¢ (20)

where r(d) is the cumulative root fraction from the soil surface to depth d (cm), and
y is the extinction coefficient derived empirically. For this study, we set y to 0.943
for boreal forest and to 0.914 for tundra.
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