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In the circumpolar north (45–90°N), permafrost plays an important role in vegetation and carbon (C) dynamics.
Permafrost thawing has been accelerated by the warming climate and exerts a positive feedback to climate
through increasing soil C release to the atmosphere. To evaluate the influence of permafrost on C dynamics,
changes in soil temperature profiles should be considered in global C models. This study incorporates a sophisti-
cated soil thermal model (STM) into a dynamic global vegetation model (LPJ-DGVM) to improve simulations of
changes in soil temperature profiles from the ground surface to 3 m depth, and its impacts on C pools and fluxes
during the 20th and 21st centuries. With cooler simulated soil temperatures during the summer, LPJ-STM esti-
mates ~0.4 Pg C yr−1 lower present-day heterotrophic respiration but ~0.5 Pg C yr−1 higher net primary produc-
tion than the original LPJ model resulting in an additional 0.8 to 1.0 Pg C yr−1 being sequestered in circumpolar
ecosystems. Under a suite of projectedwarming scenarios, we show that the increasing active layer thickness re-
sults in themobilization of permafrost C, which contributes to amore rapid increase in heterotrophic respiration
in LPJ-STM compared to the stand-alone LPJ model. Except under the extreme warming conditions, increases in
plant production due to warming and rising CO2, overwhelm the e nhanced ecosystem respiration so that both
boreal forest and arctic tundra ecosystems remain a net C sink over the 21st century. This study highlights the
importance of considering changes in the soil thermal regimewhen quantifying the C budget in the circumpolar
north.

© 2016 Elsevier B.V. All rights reserved.
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1. Introduction

Permafrost is an important control on vegetation and soil carbon
(C) dynamics by affecting hydrological and soil thermal conditions in
northern high-latitude ecosystems (Wania et al.,2009a; Schaphoff
et al., 2013), which account for a large portion of the global C stocks
(Hugelius et al., 2014). Recent climate warming has caused significant
thawing of the near-surface permafrost across the circumpolar region
(Romanovsky et al., 2015), including Alaska (Jorgenson et al., 2006;
Osterkamp, 2007), Canada (Camill, 2005), and Russia (Streletskiy
et al., 2015). Projected warming over the 21st century is expected to
greatly reduce the areal extent of permafrost and seasonally frozen
ground (Lawrence et al., 2012). If permafrost thaws, a fraction of soil
organic C (SOC) in previously frozen layers will decompose and be
iang), qzhuang@purdue.edu
released as CO2 and CH4 (Olefeldt et al., 2012; Hayes et al., 2014;
Johnston et al., 2014;Walter-Anthony et al., 2014). Furthermore, organ-
icmatter decomposition rates in unfrozen soils are sensitive to soil tem-
peratures, which vary non-linearly across the soil column. Therefore,
careful consideration of soil thermal regime changes (i.e. soil tempera-
tures across the soil column from surface to deep soil layers) is impor-
tant when simulating the potential future C loss from soils.

In addition to soil C, vegetation C pools are also sensitive to changes
in soil thermal dynamics by permafrost thaw and rates of associated
biogeochemical processes (Euskirchen et al., 2006). Field studies have
indicated that permafrost thaw increases abovegroundnet primary pro-
duction via increased nutrient availability (e.g., Schuur et al., 2007).
While not explicitly testing the effects of thaw, other model studies
have indicated a net C gain in circumpolar ecosystems because in-
creased vegetation productivity more than compensated belowground
C losses under a warming climate (Hartley et al., 2012; Koven, 2013).
However, this net C gain may be optimistic as the effects of water stress
and disturbances (e.g. insect infestations, wildfires) on permafrost-
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region biomass are not adequately incorporated in current models
(Abbott et al., 2016). Thus, large uncertainties currently exist regarding
the magnitude and timing of this permafrost-C feedback to the climate
system (Schuur et al., 2013), due in part to the complexity of ecosystem
C processes in areas of degrading permafrost (e.g., thermokarst, thermal
erosion) and their heterogeneity across regions.

To date, a number of studies have used process-based land surface
models to estimate permafrost-C feedbacks under projected thaw sce-
narios (Koven et al., 2011; Harden et al., 2012; MacDougall et al.,
2012; Schneider von Deimling et al., 2012). Soil thermal dynamicswith-
in thesemodels vary in their complexity, from calculations of the cumu-
lative active layer thickness distribution (e.g., Harden et al., 2012) to
more sophisticated parameterizations of soil physics (e.g., MacDougall
et al., 2012). Thaw dynamics are typically considered in a top-down
one-dimensionalmanner, and heat transfer via conduction is the prima-
ry mode considered. However, the importance of soil water in non-
conductive heat transfer (e.g., latent heat exchange, convection) has
long been recognized as an important control on soil thermal dynamics
(e.g., Romanovsky and Osterkamp, 2000). In this regard, our recent
modeling studies that incorporate interactions between heat and
water transport (Jiang et al., 2012a) have shown improvements in sim-
ulating the soil thermal regime changes in both tundra and boreal forest
ecosystems in the northern high latitudes (Jiang et al., 2015).

To provide a better quantification of the ecosystem C budget in
northern high latitudes and how this budget may change in the future,
we use the Lund-Potsdam-Jena Dynamic Global Vegetation Model (LPJ-
DGVM, Sitch et al., 2003; Gerten et al., 2004) coupledwith a sophisticat-
ed soil thermal model (STM) by Jiang et al. (2012a) to conduct a set of
simulations for both historical and future periods. The standard version
of LPJ-DGVM has been widely used to simulate the global C budget and
its response to climate change (e.g., Sitch et al., 2008; Jiang et al., 2012b).
However, themodel has used simplified soil temperature parameteriza-
tions for high-latitude regions (Sitch et al., 2003). Although later studies
byWania et al. (2009a, b) have taken steps to improve soil thermal and
hydrologic parameterizations for permafrost conditions in northern
peatlands, soil temperature and water dynamics are still modeled sepa-
rately. As a consequence, the modeled active layer thickness exhibits
poor agreement with observations (Wania et al., 2009b). Moreover,
the effects of the vertical soil C distribution on decomposition have
not been considered. In an extended LPJ, which includes managed
land (LPJmL), Schaphoff et al. (2013) have recently coupled the interac-
tions of soil water and heat transport, and considered vertically differ-
entiated soil C stocks based on an organized soil C dataset in Jobbagy
and Jackson (2000). However, the discrete vertical differentiation of
the soil temperature profile in LPJmL is relatively coarse and the vertical
distribution of SOC down to 3 m is highly concentrated in the upper-
most soil layers (e.g., 0–20 cm) anddoes not consider long-termSOC ac-
cumulation in deep soil layers (Hugelius et al., 2014).

In this study, we integrate STM into LPJ to improve simulations of
soil temperature dynamics from the ground surface to a depth of
three meters, and the consequent impact on soil organic C stabilization
and release across the northern permafrost region. Because the newly
coupled version of themodel, LPJ-STM, considers afine vertical differen-
tiation of soil temperatures, interactions of soil water with heat trans-
port, and a vertical distribution of SOC with more C in deeper soil
layers, we expect LPJ-STM to provide a more accurate quantification of
the C budget for historical periods and to improve projections of carbon
dynamics under future scenarios. To examine if LPJ-STM improved esti-
mates of soil temperatures and associated carbon dynamics over LPJ, we
compare estimates of both models to site observations of soil tempera-
tures and net ecosystemproduction (NEP). In addition, simulated atmo-
spheric carbon dioxide concentrations determined by using the model
NEP estimates combinedwith an atmospheric transportmodel are com-
pared to atmospheric flask measurements. To examine how improve-
ments in simulated soil thermal regime affect the estimates of the
contemporary C budget of northern high latitude ecosystems and its
projection into the 21st century, we compare estimates of net primary
production (NPP), heterotrophic respiration (RH), and net ecosystem
production (NEP) as well as vegetation and soil C stocks between LPJ
and LPJ-STM.

2. Methods

2.1. Model description

The LPJ model simulates large-scale vegetation structure and land-
atmosphere C and water fluxes in a modular framework (Sitch et al.,
2003; Gerten et al., 2004). In the standard LPJ soil model, two soil layers
have a fixed depth (i.e. 0.5 m and 1.0m). The vertical distribution of soil
C within these two soil layers is not explicitly considered. For perma-
frost thermal dynamics, LPJ calculates soil temperature at a depth of
25 cm in a very simplistic way based on the surface air temperature sea-
sonal cycle with a dampened oscillation about a common mean and
with a temporal lag (Sitch et al., 2003). The magnitude of the damping
and temporal lag is related to soil texture, and the applied function as-
sumes a sinusoidal variation in seasonal temperatures (Campbell and
Norman, 1998). In this study, we replace the existing soil temperature
scheme in the original LPJ with STM (Jiang et al., 2012a) to produce
the coupled LPJ-STM model. Meanwhile, we modified the hydrology
scheme following Wania et al. (2009b) and the representation of soil
carbon dynamics following Schaphoff et al. (2013) in the LPJ-STM
model.

2.1.1. Soil thermal dynamics in LPJ-STM
While the original LPJ only includes a temperature calculation at a

depth of 25 cm, LPJ-STMhas a vertical differentiation of the soil temper-
ature profile and provides amore complete depiction of soil thermal dy-
namics, including estimates of active layer thickness (ALT). Here, we
estimate ALT using the 0 °C isotherm line as in Wania et al. (2009b).
In LPJ-STM, the top threemeters of soil is split into six layers with thick-
nesses of 10, 10, 10, 20, 50, and 200 cm(Fig. 1) that differwith respect to
physical and hydraulic properties of boreal forest and tundra sites (Jiang
et al., 2012a). These soil layer thicknesses are finer than the five soil
layers used by Schaphoff et al. (2013) for the top 3 m: 20, 30, 50, 100,
and 100 cm. In addition, unlike Schaphoff et al. (2013), LPJ-STM divides
each of the soil layers into a number of depth-step increments to calcu-
late soil temperatures. From the first to the sixth layer, the number of
depth-step increments is respectively 10, 10, 10, 10, 20, and 40. To sim-
ulate perennially frozen ground, soil between 3 and 50m is classified as
the seventh layer with soil temperature simulated at 0.5 m depth-step
increments.

Soil temperature is simulated numerically at each depth step by
solving a modified Richards equation (Hansson et al., 2004; Saito et al.,
2006). The governing equation for heat transport is as follows:

∂CpT
∂t −L fρi

∂θi
∂t þ L0 Tð Þ ∂θv Tð Þ

∂t

¼ ∂
∂z λ

∂T
∂z

� �
−Cw

∂qlT
∂z −Cv

∂qvT
∂z −L0 Tð Þ ∂qv∂z −CwST

ð1Þ

where Cp (J m−3 K−1) is the volumetric heat capacity of the soil, Cw is
the volumetric heat capacity of liquid water (4.18 × 106 J m−3 K−1),
Cv is the volumetric heat capacity of water vapor
(1.2 × 103 J m−3 K−1), θi is the volumetric ice content (%), θv is the vol-
umetric unfrozenwater content (%), t is time (units), z is depth (m), T is
the absolute temperature (K), ρi is the density of ice (931 kgm−3), L0 is
the volumetric latent heat of vaporization of liquid water (J m−3), Lf is
the latent heat of freezing (3.34 × 105 J kg−1), λ is the apparent thermal
conductivity of soil (J m−1 s−1 K−1), ql is the flux density of liquid
water, qv is the flux density of water vapor (m s−1), and S is a sink
term accounting for root water uptake (s−1). While soil temperatures



Fig. 1. Diagram illustrating hydrologic modeling framework in relation to soil profile structure. Vertical soil structure is divided into seven distinct layers (3 organic horizons, 3 mineral
horizons and a deep horizon) that vary with respect to hydraulic properties (k, porosity, etc.). The model tracks and quantifies different water fluxes including precipitation (Pr),
interception by vegetation (EI); snow melt water (M), evaporation (Es) transpiration (ET) runoff (Rsurface),subsurface flow (Rsubsurface), and percolation or infiltration (Rperc). The solid
arrows (➔) reflect infiltration pathways of precipitation and snowmelt, which can be transferred from the ground surface to any of the top four layers. The dashed arrows (- - N)
reflect vertical water loss pathways via Es and ET, which can originate from the top three organic horizons or the uppermost mineral horizon. The dashed-dotted arrows (– · –N)
reflect downward migration of soil water (i.e. Rperc) which can occur across all soil horizons. The dotted arrows (· · ·N) indicate either pathways of Rsurface at the ground surface, or
Rsubsurface from the B or C mineral horizons.
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vary with depth step, the θi and θv used by LPJ-STM to calculate these
temperatures (see below) are assumed to be uniformly distributed in
each soil layer (i.e., do not vary with depth steps within a soil layer).

2.1.2. Hydrology in LPJ-STM
Tomatch the layering scheme in STM, we simplymodify the hydrol-

ogy in LPJ partly following the routine inWania et al. (2009b). The orig-
inal top 0.5 m layer in LPJ now corresponds to the top four layers in LPJ-
STM and the bottom layer (from 0.5 m to 1.5 m) in LPJ is extended to
3 m depth and corresponds to the fifth and sixth layer in LPJ-STM. The
actual water holding capacity (AWHC, mm/mm) in each layer i is deter-
mined as the difference between the water hold capacity (WHC, mm/
mm) and the ice content (icefr, mm/mm, estimated in STM):

AWHC ið Þ ¼ WHC ið Þ−icef r ið Þ ð2Þ

Of the top four layers (or top 50 cm, Fig. 1), the change in water con-
tent (mm) in each layer is determined as a layer-weighted difference of
liquid water input (i.e. rainfall and melting water) and output (i.e. soil
evaporation and transpiration), estimated in the LPJ hydrology module.
In the top four layers, water in the ith layer exceeding AWHC(i) is avail-
able for percolation into the 5th and 6th layers (Fig. 1). All these water
fluxes (i.e., rainfall, melt water, soil evaporation, transpiration and
percolation) are estimated from the LPJ hydrology module (Gerten
et al., 2004). In the 5th and 6th layer, the change in water content is cal-
culated as the difference between percolation and transpiration.Within
the 7th layer, the soil water content is assumed to be constant. The soil
water content is updated daily in the hydrology routine, and then
passed on to STM to calculate the soil temperature of each depth step
in each layer. In the model, LPJ-STM does not consider hydraulic con-
ductivity of water contents above field capacity. Roots can access
water in the top six layers as long as the layer is not frozen.

2.1.3. Soil carbon dynamics in LPJ-STM
To provide a vertical distribution of the C pool across the soil column

to 3 m deep (six layers, Fig. 1), we used a similar routine as that in
Schaphoff et al. (2013):

SoilCtotal ið Þ ¼ dKið ÞSoilCtotal ð3Þ

where d (unitless) is the relative share of the ith layer in the entire soil
pool and K (unitless) is the slope parameter that characterizes the rela-
tive rate of decreasewith depth. In Schaphoff et al. (2013), K is varied by
different plant functional types (PFTs) based on an optimized cumula-
tive log-log equation from Jobbagy and Jackson (2000). Here, we use a



Table 1
Changes in annual mean air temperature (ΔTair), annual total precipitation (ΔPPT), and
atmospheric CO2 concentration (ΔCO2) between 2090s (2091–2100) and 2000s
(2001−2010) in the six MIT IGSM climate scenarios used in this study (see text). All dif-
ferences are calculated over the region ranging from 45°N to 90°N.

Scenario ΔTair (°C) ΔPPT (mm) ΔCO2 (ppmv)

POL_L 1.23 28.0 106
POL_M 1.70 40.5 93
POL_H 2.43 54.5 89
REF_L 5.01 94.5 530
REF_M 6.40 126.2 496
REF_H 8.42 162.4 488
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K value of 0.7 for all PFTs to estimate SOC stock in each layer, based on
the information of vertical soil C distribution in the recent databases
(FAO/IIASA/ISRIC/ISSCAS/JRC, 2012; Hugelius et al., 2014).

Change in the total soil C stock, SoilCtotal (g C/m2), is determined by
the C input to soil from litter (i.e. 30% of decomposed litter goes into
the soil C pool) and the C loss from soil by decomposition (kmean). The
value of kmean is determined as a layer weighted sum of the mean de-
composition rate kmean(i)

in each soil C layer:

kmean ¼
Xnlayer
i¼1

kmean ið Þ � dKið Þ
� �

ð4Þ

Within each soil layer, we calculate the decomposition rate of each
depth step using the same soil temperature and moisture-dependent
scheme as in Sitch et al. (2003). Then we determine kmean(i)

as the
mean decomposition rate of all depth steps within the ith layer:

kmean ið Þ ¼
1

ndepthsteps

Xndepthsteps

j¼1

kj ð5Þ

For example, kmean(i)
of the 1st layer is the mean of decomposition

rates of all 10 depth steps (each step is 1 cm thick). This is different
from Schaphoff et al. (2013), in which kmean(i)

is calculated using the
mean soil temperature and soil moisture of layer i.

To mechanistically simulate the C shift between layers, following
Schaphoff et al. (2013), the annual shift of C inputCshift(i)(unitless) for
soil layer i into the lower layer due to cryoturbation and bioturbation
is estimated by:

Cshift ið Þ ¼
dKið Þkmean ið Þ

kmean
ð6Þ

2.2. Climate forcing

In this study, monthly air temperature, cloud cover, precipitation,
number of wet days, atmospheric CO2 concentrations and soil property
data are used to drive both LPJ and LPJ-STM. Historical climate data for
1901–2000 are obtained from the Climate Research Unit (CRU;
Mitchell and Jones, 2005). The historical atmospheric CO2 concentration
datasets are from ice-core records and atmospheric observations
(Keeling and Whorf, 2005), and soil texture data is derived from the
FAO soil datasets (Zobler, 1986; FAO, 1991).

For the period 2001–2100, we use six climate scenarios produced
with the MIT Integrated Global System Model (IGSM; Sokolov et al.,
2005) under two emission scenarios (reference and level 1 stabilization
cases) in the Synthesis and Assessment Product 2.1 of the U.S. Climate
Change Science Program (Clarke et al., 2007; Webster et al., 2012).
The reference emission scenario (REF), which assumes no climate poli-
cy, is very similar to the IPCC RCP8.5 scenario. The average CO2 concen-
tration over last decade of the 21st century in the IGSMREF simulations,
withmedian settings for C cycle parameters and reference emission sce-
nario, is 870 ppm (Sokolov et al., 2009;Webster et al., 2012), compared
to 890 ppm from the IPCC RCP8.5 scenario. The corresponding total
greenhouse gas forcing is an equivalent CO2 concentration of 1330
and 1250 ppm, respectively. In contrast, the level 1 stabilization scenar-
io (POL) assumes a rather stringent climate policy with global green-
house gas emissions declining from year 2015 to year 2060 and
staying fixed thereafter. As a result, CO2 concentrations increase by
the end of 21st century to only 480 ppm (560 ppm of CO2-equivalent),
which falls in between the values for the IPCC RCP4.5 and RCP2.6. More
detailed comparisons between the RCPs and the scenarios used in this
study can be found in Webster et al. (2012).

Climate simulations for the two emission scenarios are carried out
using three different sets of parameters defining the climate system
responses to anthropogenic emissions. These responses are dependent
on climate sensitivity, the rate of heat uptake by the deep ocean, and
the strength of aerosol forcing for a given emissions loading. Climate pa-
rameter sets corresponding to the 5th, 50th and 95th percentiles of the
probability distribution for the increase in surface air temperature in the
last decade of 21st century in the ensembles of simulations with REF
and POL emissions (Sokolov et al., 2009) are chosen to represent low
(L), median (M) and high (H) climate responses, respectively. The 90%
probability ranges for the 21st century surface warming relative to
1981–2000 are 3.7–7.4 °C and 1.1–2.5 °C for the REF and POL scenarios
respectively, with median values of 5.1 °C and 1.6 °C (Sokolov et al.,
2009; Webster et al., 2012). Thus, the results from the six simulations
used in this study (REF_M, REF_L, REF_H and POL_M, POL_L, POL_H)
cover a very wide range of possible changes in future climate (Table 1).

2.3. Simulation protocols

Both the LPJ and LPJ-STMsimulations are initially run for 2000 “spin-
up” years before 1901, using a cyclic replication of climate data from
1901 to 1930. Similar to the strategy in Schaphoff et al. (2013), the
first 990 years spin-up for LPJ-STM is run to achieve an equilibrium
state of vegetation cover and mean-annual litter input into soils. The
size of the slow soil C pool is analytically solved assuming a mean cli-
mate condition, and then we run for a further 1010 years with climate
variability to initialize the soil C pool for each soil layer. From 1901 to
2100, the historical data (CRU, 1901–2000), followed by each of the
six projected IGSM climates and CO2 concentrations, are used to drive
the simulations for the study region, which is represented by a total of
25,063 grid cells at a 0.5° latitude × 0.5° longitude resolution.

2.4. Evaluation of model performance

We compare the LPJ and LPJ-STM modeled soil temperatures with
observations fromeight sites studied in Jiang et al. (2012a) and compare
themodeled soil water contentwith observation from three sites which
have measurements at 25 cm soil. We also compare LPJ-STM modeled
ALT with observations from 172 sites in GTN-P database (Biskaborn
et al., 2015). To evaluate the model performance for simulating C dy-
namics, we first compare the simulated C fluxes from both LPJ and
LPJ-STM to the measured NEP from FLUXNET sites (http://fluxnet.ornl.
gov). For each FLUXNET site, the forcing data described in Section 2.2
for the grid cell containing the site is used to drive the model simula-
tions for the comparisons. We acknowledge the uncertainty due to the
mismatch of averaged grid cell climate and the site level climate, but
we think this a common way to compare with site level observations.
Moreover, at site level, the missing values of in-situ meteorological
data can also lead to significant uncertainty if we use in-situ meteoro-
logical data to drive the model.

We also examine the ability of each model to reproduce seasonal
fluctuations in atmospheric CO2 concentration by using the modeled
NEP across the circumpolar region to drive an atmospheric inversion
and transport model, TM2 (Kaminski et al., 1999). The simulated CO2

concentrations are then compared with the atmospheric flask

http://fluxnet.ornl.gov
http://fluxnet.ornl.gov
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measurements from monitoring stations. As in Heimann et al. (1998),
we calculate the normalized mean-squared deviation (NMSD, equation
is shown in Table 2) to evaluate the goodness offit between the simulat-
ed and observed seasonal atmospheric CO2 concentration.

3. Results

3.1. Model performance

The LPJ-STM is able to well simulate the soil temperature profile for
high latitude sites (Fig. 2). When compared with measured soil water
content at 25 cm, LPJ-STM shows clearly better agreement than LPJ
(Fig. 3). The LPJ-STM soil temperature estimates have lower root
mean square error (RMSE) values than the LPJ estimates when com-
pared against fieldmeasurements (Fig. 4). By replacing the LPJ soil tem-
peraturemodelwith the STM, the seasonal temperature fluctuations are
dampened with a much cooler soil during the growing season (the du-
ration of the annual non-frozen period of the top 25 cm of soil) and a
slightly warmer soil during the cold period (September–May). As
shown in Jiang et al. (2012a), the soil temperature profile simulated
by STM shows good agreement with observations at 11 sites, but the
discrepancy between modeled and measured soil temperatures tends
to increase with profile depth. Our model shows a clear latitudinal gra-
dient of ALT in the circumpolar north (Fig. 5). Compared with ALT ob-
servations from 172 sites in GTN-P database (Biskaborn et al., 2015), a
simple linear regression indicates a good agreement in general trends
betweenmodeled historical ALT and site observations (Fig. 5). However,
the model tends to overestimate ALT at sites where the observed ALT is
less than 100 cm and underestimate ALT at sites where the observed
ALT is greater than 100 cm.

Compared with measured NEP at FLUXNET sites, LPJ-STM performs
better than LPJ in reproducing monthly NEP (Fig. 6), based on more ac-
curate simulation of NEP during the growing season. The larger ampli-
tudes of the seasonal NEP cycles produced by LPJ-STM are mainly due
to the lower summer RH and higher winter RH, relative to LPJ estimates.

When we use the NEP estimates from LPJ and LPJ-STM separately as
inputs for TM2, and we find that the NEP from LPJ-STM leads to larger
amplitudes of the seasonal cycles of CO2. This seasonal pattern is more
Table 2
Normalized Mean Squared Deviation (NMSD) between simulated and observed seasonal
cycle of CO2; for comparison of the observed with the TM2 simulated seasonal cycles of
CO2, produced by coupling the monthly net ecosystem productivity by LPJ and LPJ-STM
for northern, tropical and southernmonitoring stations. The station data is fromHeimann
et al. (1998), for the period of 1983–1992.

Station Coordinate LPJ LPJ-STM Averagea

Alert, Northwest Territories 82°27′N, 62°31′W 17.8 14.3 28.4
Point Barrow, Alaska 71°19′N, 156°36′W 12.3 11.5 13.2
Cold Bay, Alaska 55°12′N, 162°43′W 10.5 5.8 11.1
Cape Meares, Oregon 45°29′N, 124°00′W 6.7 4.3 18.6
Azores (Terceira Island) 38°45′N, 27°05′W 1.7 1.1 4.0
Niwot Ridge, Colorado 40°03′N, 105°38′W 6.1 3.0 5.9
Sand Island, Midway 28°13′N, 177°22′W 9.4 4.5 8.8
Key Biscayne, Florida 24°40′N, 80°12′W 6.4 3.7 9.7
Cape Kumukahi, Hawaii 19°31′N, 154°49′W 29.4 16.8 14.7
St. Croix, Virgin Islands 17°45′N, 64°45′W 9.2 6.3 6.2
Seychelles (Mahe Island) 4°40′S, 55°10′E 2.2 1.9 1.0
Ascension Island 7°55′S, 14°25′W 4.3 4.1 10.6
American Samoa 14°15′S, 170°34′W 1.3 1.4 5.2
Cape Grim, Tasmania 40°41′S, 144°41′E 1.6 1.1 17.4
Amundsen Scott (South Pole) 89°59′S, 24°48′W 6.5 5.8 34.7

NMSD ¼ 1
12 ∑

12

m¼1
ðCT;m þ C F;m þ CO;m−COBS;m

σm
Þ
2

NMSD is calculated as the normalized square

of difference between the sum of monthly CO2 concentration from biospheric (CT,m), fossil
fuel (CF,m), ocean flux (CO,m), and the 10-yearmean of observedCO2fluxvalues (COBS,m) for
the period 1983–1992. The factor used to normalized the difference is the standard devi-
ation (σm) of the observed value for each month (m= 1, …,12) of the year.

a The mean value of NMSDs from five prognostic models (BIOME2, FBM, SILVAN, and
TEM) used in Heimann et al. (1998).
comparable with observations from not only the northern stations,
but also stations in the tropics (30°N–30°S, e.g., Ascension Island) and
Southern Hemisphere (30°S southward; e.g., Cape Grim, Tasmania),
where the seasonal cycle is still largely influenced by atmospheric trans-
port of CO2 from the northern biosphere. Compared with NMSD values
for models in Heimann et al. (1998), LPJ-STM performs better in repro-
ducing the seasonal cycle of atmospheric CO2 (Table 2).

3.2. Changes in permafrost extent

The LPJ-STM projections indicate potential large changes in future
soil thermal dynamics of circumpolar ecosystems. The model results
show a substantial decrease in the extent of near-surface permafrost
under the projected IGSM climates with the changes in extent being
largely dependent on the warming strength (Fig. 7). Throughout the
21st century, the modeled decrease in permafrost extent varies among
different climate scenarios, and the rate of permafrost loss increases
during the secondhalf of the century. In particular, under theREF_H sce-
nario, nearly 88% of near-surface permafrost (i.e. in top 3 m)will disap-
pear by 2100,when therewill be only relict permafrost at depths untied
to prevailing climatic conditions (Fig. 7). Under the POL_L scenario, only
about 15% near-surface permafrost will disappear throughout the same
time period. In general, the REF emission scenarios correspond to a larg-
er loss of permafrost than the POL emission scenarios.

3.3. Carbon budget

3.3.1. Present-day
The two models achieve different initial equilibrium states in the

year 1901, in which LPJ-STM estimates a smaller area covered by boreal
deciduous forests than LPJ because LPJ-STM projects a shorter growing
season and the photosynthesis of boreal deciduous trees is concentrated
during the growing season. Instead, LPJ-STMestimates a larger area cov-
ered by evergreen forests than LPJ because the mid-summer NPP of bo-
real needleleaved trees is highly influenced by summer root respiration,
which is lower in LPJ-STM because of the lower summer soil tempera-
tures than that estimated with LPJ. Consequently, LPJ-STM estimates
larger vegetation and soil C stocks (+13.7 Pg C or +8% and
+430.2 Pg C or +50%, respectively, Table 3), and approximately
1.1 Pg C yr−1 higher NEP than LPJ during the 1900s (Fig. 8).

Throughout the 20th century, LPJ-STM consistently yields
~0.5 Pg C yr−1 higher NPP than LPJ, despite the shorter growing season.
Compared with LPJ, the growing season length as simulated by LPJ-STM
is 14 ± 8 days shorter at present, primarily due to later spring thaw
(~10 ± 6 days), and to a lesser extent due to earlier refreezing in au-
tumn (~4 ± 3 days). Unlike NPP, the difference in annual RH between
LPJ-STM and LPJ gradually decreases from −0.6 Pg C yr−1 in 1900s to
around −0.4 Pg C yr−1 for 2000s (Fig. 8). Larger NPP and smaller RH

in LPJ-STM translates to 0.8–1.0 Pg C yr−1 higher NEP in the 2010s, rel-
ative to those in LPJ. Spatially, almost the whole area underlain by per-
mafrost (Fig. 5) exhibits stronger C sequestration in LPJ-STM relative
to LPJ (Fig. 9). In particular, the strongest enhancement in annual NEP
(+50 to+100 g Cm−2 yr−1) occurs in the Canadianboreal forest, East-
ern Siberia and Mongolia, while the greatest reduction occurs in west-
ern Russia with up to a 90 g C m−2 yr−1 decrease in annual NEP.

The larger NPP in LPJ-STM maintains a higher vegetation C pool at
present (i.e. 227.7–229.4 Pg), which is about 17.2–18.1 Pg C higher
than in LPJ (i.e. 210.1–211.8 Pg, Table 3). Generally, the additional veg-
etation C estimated by LPJ-STM occurs mostly in boreal forest zones
(e.g., the Alaskan and Canadian boreal forests) with up to
1.1 kg C m−2 increases in vegetation C density (Fig. 9). Higher NPP
also leads to more litter C input into the soil, and together with the
lower RH contributes an ~430 Pg larger soil C pool in LPJ-STM during
the 2010s (i.e. ~1297 Pg C, Table 3). The major differences in simulated
soil C pool between the two models occur in the boreal forest eco-
regions (e.g., the Alaskan, Canadian and Siberian boreal forests),



Fig. 2. LPJ-STM simulated (top) and observed (bottom) soil temperature profile at the Westdock site (using probe 2 data).
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where LPJ-STM produces up to 20 kg Cm−2 higher soil C stocks (Fig. 9).
The LPJ-STM simulations indicate that the continuous permafrost in the
far northern regions and Mongolia store the largest soil C pools in the
circumpolar north.

LPJ-STM does better than LPJ in simulating the SOC pool when com-
pared with two major global soil C datasets. In particular, LPJ-STM esti-
mates higher soil C than the land-based Harmonized World Soil
Database (HWSD, FAO/IIASA/ISRIC/ISSCAS/JRC, 2012), but lower soil C
in permafrost areas (~17.8 × 106 km2, Fig. 10) defined by the Northern
Circumpolar Soil Carbon Database version 2 (NCSCDv2, Tarnocai et al.,
2009; Hugelius et al., 2014). In particular, LPJ-STM estimates 177 Pg C
for the top 30 cm of the soil profile compared to 151 Pg C by HWSD
and 217 ± 12 Pg C by NCSCDv2. For the top 100 cm of the soil profile,
LPJ-STM estimates 389 Pg C compared to 288 Pg C by HWSD and
472 ± Pg C by NCSCDv2. The higher SOC stocks estimated by LPJ-STM
relative to HWSD occur in most areas underlain by permafrost
(e.g., Siberia, Alaska, and Canadian boreal forest and tundra, Fig. 10).
The lower SOC stocks estimated by LPJ-STM relative to NCSCDv2mainly
occur in Siberia.

3.3.2. Future carbon budgets
Under the warming scenarios, both models predict significant in-

creases in annual NPP andRH,where themagnitude is largely controlled
by the severity of climate change (Table 4). In particular, the reference
climate scenarios cause an approximate increase of 47–59% in annual
NPP by 2100, but only ~10% accrual under the policy climate scenarios
(Table 4). In parallel, the NPP difference between LPJ-STM and LPJ in-
creases from around 0.5 Pg C yr−1 to 0.8–0.9 Pg C yr−1 under the refer-
ence scenarios, but exhibits only a slight increase (~0.1 Pg C yr−1) under
Fig. 3. Difference in soil moisture at 25 cm by LPJ and
the policy scenarios (Fig. 8). Changes in RH show similar patterns of re-
sponse to the climate variability as those of NPP (Table 4), while the dif-
ference in RH between the two models shows a clear decreasing trend
through all six warming scenarios (Fig. 8).

As the difference of NPP and RH, the NEP in bothmodels is simulated
to decrease over the21st century, because the annual RH increases faster
than NPP, especially under the severe warming scenarios (Table 4). For
example, forced by the REF_M and REF_H scenarios, the study region
eventually shifts from a C sink to a source by 2090s. Meanwhile, the
NEP difference between the two models exhibits a clear decline (from
~0.9 to ~0.6 Pg C yr−1) through the 21st century, despite the strong
inter-annual variability (Fig. 8). However, the significant positive differ-
ence here indicates that the introduction of STM into LPJ contributes to
maintaining themodeled capacity of C sequestration in the circumpolar
north.

Given the enhanced plant productivity associatedwithwarming and
CO2 increase, both models predict a large increase in the vegetation C
pool, which is 18.4–22.3 Pg C larger in LPJ-STM (294.1–358.0 Pg C)
than in LPJ (275.7–336.4 Pg C) by 2090s (Table 3). Driven by six
warming scenarios, LPJ projects substantive soil C loss (−26.5 to
−58.8 Pg C), and LPJ-STM projects a 2.8–34.1 Pg C gain in soil C stock
over the period of 2000–2100 under four out of the six IGSM climates
but 5.3 and 27.1 Pg soil C loss under REF_M and REF_H (Table 3).

4. Discussion

In this study, we examine how amore detailed representation of soil
thermal dynamics, soil hydrology, and soil C dynamics influences esti-
mates of C fluxes and pools of ecosystems in the circumpolar north.
LPJ-STM relative to observations at three sites.



Fig. 4.Observed and simulated daily soil temperature at 25 cmwith STM and the soil temperature algorithm in LPJ at eight sites. RMSE represents the rootmean square error from the fit
between observations and simulations. AT: Atqasuk (70.5°,−157.5°); BP: Betty Pingo (70.5°,−149°); TL: Toolik (68.5°,−149.5°);WD:Westdock (70.5°,−148.5°). BP-1 and BP-2 are two
different sites, and WD-1, 2, 3, 4 are four different sites.
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The detailed representation of these ecosystemprocesses in LPJ-STMes-
timates higher NPP, but lower RH for current circumpolar ecosystems
than the more aggregated representation of these processes in LPJ. As
a result, more C (0.8 to 1.0 Pg C yr−1) is estimated to be sequestered
in these ecosystems by LPJ-STM with almost all of the additional C
(96%) being stored in soils. With global warming, the LPJ-STM still esti-
mates more C is sequestered in the future than LPJ with most of the ad-
ditional C being stored in soils, but the difference between model
estimates decrease over time. Below we focus our discussion on:
1) how the LPJ-STM improved the quantification of present-day C bud-
gets; 2) how these improvements affect projections of future perma-
frost degradation and their effects on C dynamics; and 3) sources of
uncertainty in simulating C dynamics in the circumpolar north region.
Fig. 5. Modeled distribution of active layer thickness (ALT) in areas underlain by permafrost
derived from the GTN-P database (Biskaborn et al., 2015). The dash line represents the 1:1 line
4.1. Present-day soil C budgets

The increase in annual RH as simulated in both models is mainly
driven by thewarming soil temperatures. The addition of vertical differ-
entiation of the soil temperature profile and a depth distribution of soil
C in LPJ-STM improves the representation of soil physical and biogeo-
chemical processes. This leads to amore accurate simulation of thawing
and refreezing processes as well as ALT estimates, further reducing the
model errors in soil C stock. The lower summer soil temperatures pro-
duced by LPJ-STM largely stabilize soil C by reducing RH, especially for
the top layers (e.g., the upper 30 cm, Fig. 10). The impact of considering
permafrost on RH in our simulation is different from Wania et al.
(2009a), who shows that the introduction of permafrost increases soil
in 2000 (left) and a comparison (right) between modeled and observed ALT at 172 sites
.



Fig. 6. Observed and simulated monthly NEP (g C m−2, positive value means a C flux to the biosphere, and negative value represents a C flux to the atmosphere) with LPJ and LPJ-STM at
nine sites (latitude and longitude shown in parentheses) located north of latitude 45°N. R2 represents the coefficient of determination from simple linear regressions. Observed NEP data
were obtained via the FLUXNET database (http://fluxnet.ornl.gov).
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respiration by about 0.39 Pg C yr−1 probably because LPH-WHy simu-
lates higher soil C stock (+39 Pg C) over 1991–2000. However, LPJ-
STM estimates lower (−0.6 Pg C yr−1) RH than LPJ mainly because
LPJ-STM estimates significantly lower summer soil temperatures than
LPJ, even though LPJ-STM has a larger soil C pool than LPJ. As demon-
strated in Schaphoff et al. (2013), saturated hydraulic conductivity
may also play an important role in the C balance, as RH achieves peak
rates around field capacity and decreases as water saturation is
approached because of decreasing soil oxygen content. Because we
did not consider water contents above field capacity in our analyses,
RH may be somewhat overestimated in our study. In addition, RH may
also be overestimated at sites where the model overestimates the size
Fig. 7. Time series of near surface permafrost extent in the 45°N northward region
simulated with LPJ-STM for the historical and projection periods. Near-surface
permafrost extent is the integrated area of 0.5° × 0.5° grid cells with the maximum
active layer shallower than 3 m.
of the active layer (Fig. 5). Consequently, our estimates of soil C pool
in the circumpolar north may be conservative, especially in regions
with high water content (e.g., wetland).

The slightly lower SOC fromLPJ-STMrelative toNCSCDv2 is probably
due to not considering the effects of some important processes in our
model that influence deep C storage in the northern permafrost region,
such as peatland development (Smith et al., 2014; Treat et al., 2016),
syngenetic permafrost aggradation in areas of loess deposition (i.e.
Yedoma; Shur et al. 2004), and alluvial deposition (i.e. large river deltas;
Hugelius et al., 2014). Northern peatlands in particular store large
amounts of SOC, with approximately 184 and 94 Pg C in Histels (i.e. per-
mafrost peatlands) and Histosols (non-permafrost peatlands), respec-
tively (Tarnocai et al., 2009; Yu et al., 2010). Moreover, the model-
data differences could be partly attributed to the spatial heterogeneity
caused by disturbances that have not been explicitly simulated in the
model, such as fire and thermokarst (Grosse et al., 2011). Similar to
our results, lower estimates of SOC relative to NCSCDv2 have been ob-
served in other earth system models (Todd-Brown et al., 2013). Com-
pared with HWSD, LPJ-STM estimates higher SOC stocks in most of the
permafrost affected areas. It is difficult to evaluate these differences,
however, because HWSD has not included enough information about
how their estimates were derived.

We estimate that approximately 844 Pg C are stored within the top
3 m of soils, which is slightly lower than the estimates of 1035 ± 150
Pg C in Hugelius et al. (2014). We recognized that, in parts of the cir-
cumpolar north, soils might not extend to a depth of 3 m or even be
present in areas with bedrock near or at the surface. In other areas,
there is widespread occurrence of massive ground ice (Schirrmeister
et al., 2011) as in regions with deep yedoma deposits (Kanevskiy
et al., 2011). Because these factors are not accounted for in LPJ-STM,
our model may overestimate the SOC stocks in the region. Meanwhile,
some important soil forming processes (e.g., peat formation,
cryoturbation) that greatly influence the distribution of SOC in deep
soil layers (Bockheim, 2007; Hugelius et al., 2010) are not mechanisti-
cally modeled, which may cause bias in SOC estimates, especially in
the mineral soil layers. Therefore, in ice-rich permafrost areas, model-
data differences in deep layer SOC can be substantial. However, due to

http://fluxnet.ornl.gov


Table 3
The average carbon stocks in the 1900s, 2010s and 2090s estimated with LPJ and LPJ-STM.

Vegetation carbon (Pg C) Soil carbon (Pg C)

LPJ LPJ-STM LPJ LPJ-STM

1900s 2010s 2090s 1900s 2010s 2090s 1900s 2010s 2090s 1900s 2010s 2090s

Historical 165.0 – – 178.7 – – 867.1 – – 1297.3 – –

POL_L – 210.7 336.4 – 228.8 358.0 – 864.1 837.6 – 1319.4 1350.8
POL_M – 210.2 326.3 – 227.8 347.6 – 864.0 833.4 – 1319.3 1335.6
POL_H – 211.7 334.1 – 228.9 355.7 – 864.0 825.4 – 1319.3 1322.1
REF_L – 210.6 333.4 – 228.0 355.7 – 863.9 827.1 – 1319.5 1335.6
REF_M – 210.1 316.3 – 227.7 337.3 – 864.1 818.6 – 1319.7 1314.4
REF_H – 211.8 275.7 – 229.4 294.1 – 864.0 805.2 – 1319.3 1292.2

Note that the top 3 m soil C stock in LPJ-STM were used to compare with the soil C pool modeled with LPJ, which does not explicitly model soil carbon at different depths.
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the scarce field data (i.e. few sampled pedons) and limited quantifica-
tion of spatial variability in both ground ice content and soils, the empir-
ical SOC data in some remote areas (Mishra et al., 2013), and in regions
of thin sedimentary overburden (e.g., highlands and alpine terrain)
have relatively high uncertainty (Hugelius et al., 2014). Therefore,
more field measurements in deep soil layers and representation of spa-
tial distribution of shallow soils and ground ice are needed to better
constrain the regional simulations of SOC in the permafrost zone.

LPJ-STM produces lower RH than LPJ mainly because of the lower
summer soil temperatures in the active layer and the freezing condi-
tions below, where microbial activity is limited. The higher NPP in LPJ-
STM is a counter-balance between the reduced summer below-ground
autotrophic respiration due to cooler soil temperature, and the decrease
inwater availability associatedwith the decreased rooting depth in per-
mafrost affected areas. The enhancement in CO2 exchange through am-
plified plant productivity in LPJ-STM is consistent with the finding in
Forkel et al. (2016). However, our simulation results are different from
Wania et al. (2009a), who show that integrating a simple permafrost
model into LPJ slightly reduced circumpolar (45-90oN) NEP due to the
decrease in NPP and increase in RH.

4.2. Permafrost degradation and its implications for future carbon budget

Compared with the simulated permafrost extent in Lawrence et al.
(2012), our study estimates a slightly larger extent of the entire perma-
frost zone in the early 2000s. Driven by the range of MIT IGSM climate
scenarios, we estimate large variabilities in permafrost extent by 2100
(Fig. 7), which are comparable to the projections in Slater and
Lawrence (2013). The lower boundary of modeled permafrost retreat
(i.e. ~23% reduction in permafrost area under the coolest climate,
POL_L), is similar to the estimate in a conservative permafrost model
(Anisimov and Reneva, 2006) that predicts an approximate 19–24% re-
duction in near-surface permafrost area by 2080. At the biome level, our
simulated range of permafrost degradation also covered the range of es-
timates from other model simulations (e.g., Stendel and Christensen,
Fig. 8.Difference (LPJ-STMminus LPJ) inmodeled annual net primary production (NPP), hetero
the historical period and six future projections.
2002; Zhang et al., 2008). For example, our projected permafrost extent
under the IGSM policy scenarios in the Canadian boreal forest region is
similar to Zhang et al. (2008) who show a 15–19% reduction in the ex-
tent of permafrost through the 21st century. Although the rate of per-
mafrost retreat could potentially be faster than the migration of boreal
deciduous forests, the presence of permafrost still constrains the north-
ward expansion of boreal broadleaved summergreen trees, which is
consistentwith thefindings in Tchebakova et al. (2009). As the southern
boundary of permafrost moves northward, temperate forests are
projected to migrate to the north and gradually replace the boreal for-
ests. This expansion is partly because temperate trees are favored in
the warming climate by our model.

The reduced difference in future NEP between LPJ-STM and LPJ
(Fig. 8) occur for a number of reasons. The more positive effect of per-
mafrost on the C sink by LPJ-STM compared to LPJ will decrease as the
permafrost degrades because more of the newly thawed labile SOC
pool will be exposed to decomposition in LPJ-STM. The projected re-
placement of boreal evergreen conifer forests with herbaceous and de-
ciduous vegetation in the thawing permafrost area can influence the C
inputs to mineral soil, because of variations in productivity among
these biomes (Jobbagy and Jackson, 2000) and in the ability of roots to
access the mineral substrate (O′Donnell et al., 2011). As permafrost
thaws, areaswith a transition fromboreal evergreen forest to temperate
deciduous forest exhibit a fast decline in annual NEP, although the NPP
increases rapidly due to a larger temperature range for temperate types
(Sitch et al., 2008). This implies that the enhancement in biomass pro-
ductivity by vegetation change in the boreal zone could not offset the
C loss through increased RH by warming climate. Because both models
predict a declining trend in annual NEP, the reduced model difference
implies a faster reduction in NEP by LPJ-STM. This indicates a high sen-
sitivity of C sequestration to permafrost degradation, especially under
severe warming scenarios (e.g., REF_H).

Unlike LPJ that projects a reduced SOC pool throughout the 21st cen-
tury because of the warming-stimulated SOC decomposition, LPJ-STM
predicts a gain in the SOC pool over this century except the REF_M
trophic respiration (RH) and net ecosystemproductivity (NEP) of the circumpolar north for



Fig. 9. Distribution of the differences (LPJ-STM minus LPJ) of modeled mean annual carbon fluxes (ΔNEP, ΔRH, ΔNEP) and mean carbon standing stocks (Δvegetation C, Δsoil C,
Δecosystem C stocks) during the 2000s for the circumpolar region north of 45oN.
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and REF_H scenarios (Table 3). In LPJ-STM, increased litter C inputs from
the stimulated plant growth are sufficient to compensate for the loss of
SOC by decomposition, which is greatly suppressed by the simulated
cooler summer soil temperature. However, we also notice that as soil
temperature increases, litter decomposition becomes stronger and the
amount of decomposed litter turning into SOC becomes insufficient to
compensate for the respiratory C loss from soil. As a result, SOC accumu-
lation slows down and even declines during the second half century
under severe warming scenarios (e.g., REF_H).

4.3. Sources of uncertainty

Despite the improved simulation of soil temperatures, LPJ-STM still
likely overestimates NPP because nitrogen limitations to NPP have not
been explicitly considered as in other modeling studies (Sokolov et al.,
2008; Xu and Prentice, 2008; Smith et al., 2014) or shown in field stud-
ies (Nordin et al., 2004; Hobara et al., 2006). However, increased nitro-
gen mineralization associated with enhanced decomposition from
permafrost degradation (Keuper et al., 2012; Koch et al., 2013, 2014;
Hayes et al., 2014; Walter-Anthony et al., 2014) may cause nitrogen to
be more available to NPP in permafrost environments than in other bi-
omes under warming conditions, especially in well-drained tundra eco-
systemswith deep rooting zones (Shaver et al., 2001; Mack et al., 2004;
Schuur et al., 2007).

Permafrost degradation can also cause a substantial change in sur-
face hydrology, which will further influence the vegetation dynamics
and C balance in the region. For example, in ice-rich and poorly-
drained permafrost areas, permafrost degradationwill cause substantial
ground-surface subsidence and pondingwhere the over-saturated con-
ditions may increase tree mortality in boreal forests (Osterkamp et al.,
2000; Jorgenson et al., 2001). Long-term permafrost degradation will
eventually promote subsurfacewater drainage and increase the dryness
of soils (Yoshikawa and Hinzman, 2003). In peatlands, the warming-
caused declines in water table may increase soil decomposition, leading
to a long-term C loss (Oechel et al., 1998; Ise et al., 2008; Sulman et al.,
2009; Olivas et al., 2010). In contrast, a low water table may cause a
long-term C gain in non-peat wetlands (Sulman et al., 2010). Given
the importance of hydrological change on C balance, future C models
should be coupled with climate-driven hydrological models
(e.g., Wania et al., 2009a,b).

Another uncertainty source is fire disturbance. Future stimulatedfire
regimes in both boreal forest (Turetsky et al., 2010), and tundra land-
scapes (Rocha et al., 2012) will exacerbate the permafrost degradation
rate relative to the change from warming alone (Lawrence et al.,
2012; Schuur et al., 2013; Jiang et al., 2015). Fires may therefore play a
more important role in C dynamics of the circumpolar north. However,
the fire-caused change in permafrost thaw has not been accounted in
current modeling work. A more mechanistic description for the rela-
tionships between fire, permafrost and C dynamics is necessary for fu-
ture modeling efforts.

5. Conclusions

This study examines the importance of changes in the soil thermal
regime on determining the C budget in the circumpolar north.With ex-
plicitly modeled temperatures at different depths, the LPJ-STM model
estimates larger soil organic C stocks in the circumpolar north, which
agrees well with empirical global data sources. Our model simulations
indicate that, although most biogeochemical processes of C storage
and decomposition take place in top soil layers (i.e. top 30 cm), deep
layers also substantially influence the SOC dynamics, especially when
these layers confront a phase change. Some missing processes that af-
fect the soil thermal regimes (e.g., formation of taliks, absence of snow
dynamics) still result in a significant uncertainty of our estimates.



Fig. 10. Carbondensity (kg Cm−2) in the top 30 cm(a) and 100 cm(b) of soil estimated by LPJ-STM for the year 2000, theNorthern Circumpolar Soil CarbonDatabase version 2 (NCSCDv2,
Hugelius et al., 2014), and the Harmonized World Soil Database (HWSD, FAO/IIASA/ISRIC/ISSCAS/JRC, 2012).

38 Y. Jiang et al. / Global and Planetary Change 142 (2016) 28–40
Thus more field measurements of deep soil organic carbon are needed.
This study highlights the importance of amore adequate representation
of soil thermal dynamics in dynamic global vegetation models, such as
LPJ, for quantifying C responses to climate change in northern high
latitudes.
Table 4
Mean annual carbon fluxes (Pg C yr−1) for the 2000s and 2090s estimated with LPJ and LPJ-ST

LPJ

NPP RH NEP

2000s 2090s 2000s 2090s 2000s 2090

POL_L 16.7 18.3 14.9 16.3 1.8 2.0
POL_M 16.6 18.2 14.8 16.7 1.8 1.5
POL_H 16.8 18.8 14.9 17.3 1.9 1.5
REF_L 16.6 24.4 14.9 24.0 1.7 0.4
REF_M 16.6 25.1 14.7 26.0 1.9 −0.9
REF_H 16.9 26.9 14.9 31.1 2.0 −4.2
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