The implications of microbial and substrate limitation for the fates of carbon in different organic soil horizon types of boreal forest ecosystems: a mechanistically based model analysis
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Abstract. The large amount of soil carbon in boreal forest ecosystems has the potential to influence the climate system if released in large quantities in response to warming. Thus, there is a need to better understand and represent the environmental sensitivity of soil carbon decomposition. Most soil carbon decomposition models rely on empirical relationships omitting key biogeochemical mechanisms and their response to climate change is highly uncertain. In this study, we developed a multi-layer microbial explicit soil decomposition model framework for boreal forest ecosystems. A thorough sensitivity analysis was conducted to identify dominating biogeochemical processes and to highlight structural limitations. Our results indicate that substrate availability (limited by soil water diffusion and substrate quality) is likely to be a major constraint on soil decomposition in the fibrous horizon (40–60 % of soil organic carbon (SOC) pool size variation), while energy limited microbial activity in the amorphous horizon exerts a predominant control on soil decomposition (> 70 % of SOC pool size variation). Elevated temperature alleviated the energy constraint of microbial activity most notably in amorphous soils, whereas moisture only exhibited a marginal effect on dissolved substrate supply and microbial activity. Our study highlights the different decomposition properties and underlying mechanisms of soil dynamics between fibrous and amorphous soil horizons. Soil decomposition models should consider explicitly representing different boreal soil horizons and soil–microbial interactions to better characterize biogeochemical processes in boreal forest ecosystems. A more comprehensive representation of critical biogeochemical mechanisms of soil moisture effects may be required to improve the performance of the soil model we analyzed in this study.

1 Introduction

Decomposition of the large stocks of soil organic matter in northern high latitude ecosystems in response to warming is one of the largest potential feedbacks to climate change (Bond-Lamberty and Thomson, 2010; Tarnocai et al., 2009). The already significant and expected to be more pronounced warming in the Arctic regions (ACIA, 2004) in conjunction with the large carbon (C) storage in northern permafrost soils (1104–1672 Pg, 50 % of total global belowground organic C; Tarnocai et al., 2009, Hugelius et al., 2014) makes the understanding of how soil decomposition responds to warming climate in boreal regions an increasingly critical issue. Regional and global scale soil C models (e.g., earth system models) are often used to project future feedbacks between terrestrial ecosystem C cycle and climate. However,
these models often predict a wide range of soil C response (Todd-Brown et al., 2013) and they omit key biogeochemical mechanisms based on empirical regression analyses (Conant et al., 2011; Schmidt et al., 2011). In contrast, recent mechanistically based models that explicitly account for microbial biomass pools and enzyme kinetics that catalyze soil C decomposition produce notably different results and provide a closer match to contemporary observations (Allison et al., 2010; Wieder et al., 2013).

Although microbial models exhibit great potential for better representation for decomposition dynamics, such models usually have many parameters and some are difficult to be directly determined by measurements (Manzoni 2014), thus the model can be poorly constrained when used in real applications. In contrast to parameter adjustments which can often compensate structural uncertainties and generate satisfactory model performance that matches well with observations (Beven, 2006; Bonan et al., 2011; Keenan et al., 2011; Medlyn et al., 2005), sensitivity analysis helps to identify the assumptions and parameters that have the most important weight in the modeling system. Such information can guide critical experimental work to inform the model (especially the most influential parameters) and help better constrain the model. Sensitivity analysis thus helps to understand the contribution of the various sources of uncertainty to the model output and also to quantify the relative importance of the assumptions, to highlight model limitations, and to provide direction for further modeling improvements as well as experimental efforts (Medlyn et al., 2005; Saltelli and Scott, 1997; Saltelli et al., 2000b). In addition, for soil decomposition models that explicitly represent microbial physiology, enzymatic activity, the direct effects of temperature and soil moisture on substrate diffusion and availability (Davidson et al., 2005; Schimel and Weintraub, 2003), and the heterogeneity of soil organic C (substrate quality and availability, and temperature sensitivity) (Davidson and Janssens, 2006; Knorr et al., 2005), we postulate that a thorough sensitivity analysis can reflect the sensitivity of the real processes and thus help to better understand the dynamics of decomposition and its dominating factors.

In this study, we developed a mechanistically based soil decomposition modeling framework based on a multi-layer soil vertical architecture in Yi et al. (2009) to represent soil C dynamics for boreal forest ecosystems. This framework incorporates the dual Arrhenius and Michaelis–Menten kinetics model proposed by Davidson et al. (2012) and the generic microbial-enzyme model of Allison et al. (2010) to explore the underlying mechanisms of soil respiration. This model framework is built upon the existing biochemical kinetics theory (Arrhenius and Michaelis–Menten type of functions), and explicitly represents the direct impact of temperature and moisture on biochemical reactions and the indirect effects on soil decomposition via substrate availability, enzyme activities and microbial physiology. We first calibrated the model against observed soil respiration data, we then conducted a sensitivity analysis to evaluate model limitations and gain heuristic understanding of the processes and mechanisms to further improve the model. Elevated temperature and altered moisture regimes were simulated to elucidate the impact of temperature and soil moisture on dominant decomposition processes. In particular, the following questions are addressed: (1) is this modeling framework able to reflect the sensitivity of the real processes? (2) What are the dominating parameters and processes in regulating soil C decomposition in fibrous and amorphous (fibric and humic in Canadian soil classifications, or Oi and Oa US soil classifications) organic soil horizons? (3) What are the most influential parameters or processes that need critical attention in experimental work? Specifically, the sensitivity analysis will help to evaluate (1) how well the model structure represents the real soil decomposition processes, (2) identify the factors that mostly contribute to the output variability (thus the processes where accurate parameterization is critical), and (3) the important interactions among factors in the model.

2 Methods

2.1 Model description

We simulate the soil using general organic horizon types to represent vertical soil heterogeneity in boreal ecosystems (Yi et al., 2009) (Fig. 1). The three soil horizon types are (1) live moss at the surface (“live”); (2) slightly decomposed, fibrous
Table 1. Bulk density, carbon fraction, horizon thickness for different organic horizon types in soil profiles of black spruce stand in this study.

<table>
<thead>
<tr>
<th></th>
<th>Fibrous</th>
<th>Amorphous</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bulk density (g cm$^{-3}$)</td>
<td>Mean</td>
<td>0.06</td>
<td>0.28</td>
</tr>
<tr>
<td></td>
<td>STD (n)</td>
<td>0.049 (5)</td>
<td>0.097 (4)</td>
</tr>
<tr>
<td>Carbon fraction (%)</td>
<td>Mean</td>
<td>41.12</td>
<td>21.13</td>
</tr>
<tr>
<td></td>
<td>STD (n)</td>
<td>2.24 (5)</td>
<td>6.77 (4)</td>
</tr>
<tr>
<td>Particle density (g cm$^{-3}$)</td>
<td>Mean</td>
<td>1.33</td>
<td>1.33</td>
</tr>
<tr>
<td></td>
<td>STD (n)</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Horizon thickness (cm)</td>
<td>Mean</td>
<td>12</td>
<td>19.25</td>
</tr>
<tr>
<td></td>
<td>STD (n)</td>
<td>3.33 (4)</td>
<td>3.4 (4)</td>
</tr>
</tbody>
</table>

Litterfall and root input

Microbial death

SOC

Enzymatic decay

Soluble C

Enzymatic catalysis

MIC

Microbial assimilation

$O_2$ & moisture

$CO_2$

Enzyme production

$ENZ$

DECAY = $V_{max_{SOC}} \times_{Enz} \frac{SOC}{k_{MSOC} + SOC}$

ASSIM = $V_{max_{uptake}} \times_{MIC} \frac{[S_i]}{k_{M[S_i]} + [S_i]}$

$CO_2 = V_{max_{CO2}} \times_{MIC} \frac{[S_i]}{k_{M[S_i]} + [S_i]} \times \frac{[O_2]}{k_{M[O_2]} + [O_2]} \times MIC$

Figure 2. Conceptual representation of soil decomposition dynamic in each layer. Rectangles represent stocks; solid arrows denote C flows; dashed arrows represent other controls.

organic layer made up of both dead moss and live/dead roots ("fibrous"); and (3) moderately to highly decomposed amorphous organic material ("amorphous"). Note that in the study, only heterotrophic respiration (i.e., soil organic C mineralization in fibrous and amorphous horizons) is analyzed; autotrophic respiration from live roots is not presented. Fibrous and amorphous horizons are subdivided into a maximum of three layers each based on the total thickness of a soil organic horizon, similar to the structure of soil organic horizons in Yi et al. (2010). This architecture of layers is typical for boreal black spruce (Picea mariana (Mill.) Britton, Sterns and Poggenburg) forests, one of the major boreal forest ecosystem types in North America (Yarie, 2000). The model simulates soil C dynamics in organic layers up to 1m in thickness. The thickness of a layer can be modified for application in other ecosystems. Temperature and moisture profiles are depth dependent variables needed for modeling soil C dynamics in each layer (see below). Each layer of fibrous and amorphous horizons consists of four C pools: soil organic C pool (SOC), soluble C pool (solubleC), microbial biomass C pool (MIC), and enzyme C pool (ENZ) (Fig. 2). Litterfall, as part of C input to the soil in addition to root exudates, is prescribed as a portion of net primary production (NPP) and contributes to the fibrous and amorphous horizon with 70 and 30 %, respectively (follows the fine root distribution of black spruce in Canadian boreal regions, Steele et al., 1997). Since only C is simulated, the model implicitly assumes a constant C : N (Nitrogen) ratio for each pool in the system and the effect of changes in N limitation is not simulated. C transport and conversion between pools are simulated with Arrhenius/Michaelis–Menten type equations, except for enzyme production and turnover, which is modeled as a prescribed portion of the enzyme pool. The enzymatic decay of SOC where polymer breakdown into monomers, microbial assimilation of the dissolved organic C, and microbial respiration are simulated as

$DECAY = V_{max_{SOC}} \times_{Enz} \frac{SOC}{k_{MSOC} + SOC}$

$ASSIM = V_{max_{uptake}} \times_{MIC} \frac{[S_i]}{k_{M[S_i]} + [S_i]}$

$CO_2 = V_{max_{CO2}} \times_{MIC} \frac{[S_i]}{k_{M[S_i]} + [S_i]} \times \frac{[O_2]}{k_{M[O_2]} + [O_2]} \times MIC$

where $V_{max_{SOC}}$, $V_{max_{uptake}}$, and $V_{max_{CO2}}$ are the maximum velocity of the corresponding reaction with a generic formula $V_{max_{x}} = V_{max_{0}} \times \exp \left( - \frac{Ea}{k_{x}(temp + 273)} \right)$ with $x$ denoting corresponding process. Ea is the activation energy.
for the specific reaction \((J \text{ mol}^{-1})\), \(R\) is the ideal gas constant \((8.314 \text{ J mol}^{-1} \text{ K}^{-1})\), and \(\text{temp}\) is the temperature in Celsius under which reaction occurs. KM (unit substrate \(\text{cm}^{-3}\) soil) is the corresponding Michaelis–Menten constant. The concentration of dissolved organic substrates at the reactive site of the enzyme, \(\left[S_x\right]\), is affected by soil water content, and specifically by diffusion of substrates through soil water films (Davidson et al., 2012). \(\left[S_x\right]\) is calculated from \(\left[S_x_{\text{soluble}}\right]\) total soluble C, i.e., Soluble C pool in the model) through \(\left[S_x\right] = \left[S_x_{\text{soluble}}\right] \times D_{\text{liq}} \times \theta^3\), where \(\theta\) is the volumetric water content of the soil and \(D_{\text{liq}}\) is the diffusion coefficient of the substrate in liquid phase (Davidson et al., 2012).

The soil model runs on an hourly time step driven by soil moisture, soil temperature, and NPP. For detailed model description see supplementary material.

2.2 Inverse parameter estimation and initial values

We parameterized the model for a black spruce dominated forest ecosystem underlain by permafrost (soil or rock that remains at or below 0°C for 2 or more years at depths of about 40 cm) in central Alaska (Donnelly Flats; lat 63°51’ N, long 145°42’ W) (Manies et al., 2004). Monthly soil temperature and moisture were recorded at depths of 5, 10, and 15 cm for soil temperature, and 6 cm for soil moisture (Wickland et al., 2010). The temperature and moisture profile below the above mentioned depth (up to 70 cm for soil temperature, 40 cm for soil moisture) were specified with data from Manies et al. (2003). Note here that for model sensitivity analysis purposes, we used the same monthly temperature and moisture for all the days within a month, therefore the diurnal variation of soil C dynamics are not reflected in the modeling results. Although the model does not explicitly simulate permafrost dynamics, the use of measured soil temperature and moisture content implicitly accounts for seasonal freeze/thaw and their physical controls on soil decomposition (e.g., the moisture limitation imposed by permanently frozen horizons). However, we acknowledge that the seasonal freeze–thaw processes and ground ice may have a great impact on microbial activity (see Sect. 4.2 in Discussion), which is not represented in the model. Site-level monthly NPP used in the model is specified based on Fan et al. (2008) who used data from Mack et al. (2008), where the total annual NPP (aboveground as in stem, branch, and moss; plus belowground as in root) is 250 g C m\(^{-2}\) yr\(^{-1}\). Average bulk density, C fraction, and horizon thickness at the black spruce site were determined based on Manies et al. (2004) (Table 1). The initial pool size for MIC, SolubleC and ENZ are prescribed according to the proportion used in Allison et al. (2010). Other SOC and microbial activity specific parameters are determined based on other studies (Table 2).

We used a global optimization algorithm (Shuffled complex evolution method developed at the University of Arizona, Duan et al., 1992, 1994) to constrain the poorly documented Vmax-related parameters of fibrous and amorphous horizons (Vmax uptake0, Vmax_CO20 and Vmax SOC0). The global optimization method is used to seek the minimum of a cost function defined by the sum of squared residuals:

\[
\text{Obj} = W_{\text{resp}} \times \sum_{i=1}^{k} (\text{Resp}_{\text{obs},i} - \text{Resp}_{\text{sim},i})^2 + W_{\text{mic}/\text{soc}}
\]

\[
\times \sum_{i=1}^{k} (\text{MIC}_{\text{sim},i} - 0.02)^2 + W_{\text{cue}}
\]

\[
\times \sum_{i=1}^{k} (\text{CUE}_{\text{sim},i} - 0.4)^2,
\]

where the simulated soil respiration is matched with observation (Resp\(_{\text{sim}}, \text{Resp}_{\text{obs}}\), the ratio between MIC pool and SOC pool is assumed to fluctuate around 2 %, and simulated carbon use efficiency (CUE: 1-CO\(_2\)/assimilation; for details see supplementary material) should fluctuate around 0.4 (consider potential low quality substrates in boreal forest soils; Frey et al., 2013; Manzoni et al., 2012; Sinsabaugh et al., 2013). \(W_{\text{resp}}, W_{\text{mic}/\text{soc}}, \text{and} W_{\text{cue}}\) are the weighting function set to \(6.0 \times 10^6\), 1000 and 100, respectively, to reconcile the different magnitudes of metrics with approximately equal weight on MIC/SOC ratio and CUE, and a higher weight on respiration. \(k\) is the number of data pairs available to compare observation and simulation. The chamber measured monthly soil respiration data during 2003 (March–October) at the black spruce site (Wickland et al., 2010) were used for the inverse modeling. In all, 50 % of the measured total soil respiration was assumed to be heterotrophic respiration (Schuur and Trumbore, 2006; Wang et al., 2002). The minimized cost function featured an adjusted \(R^2\) of 0.89 and slope of 1.19 (\(p < 0.05\)) for simulated and observed heterotrophic soil respiration (Fig. 3). The inverse parameters together with other parameters (Table 2) were then used in the global sensitivity analysis.

2.3 Model experimental design

We performed a global model sensitivity analysis of recorded annual temperature and moisture conditions at the black spruce site in 2003 on decomposition parameters. Hereafter we refer to 2003 conditions as standard. Permafrost degradation under warmer climate can lead to complex hydrological consequences with wetter or drier soil condition depending on local microtopography, hydrology, ice content, vegetation, and other factors, (Jorgenson and Osterkamp, 2005; O’Donnell et al., 2012). To test how the sensitivity of decomposition parameters may change under warmer climate and the complex moisture conditions, we also set up three scenarios for sensitivity tests: (1) elevated temperature and standard moisture, (2) elevated temperature and raised moisture, and (3) elevated temperature and lowered moisture. We raised the monthly average temperature by 3°C as the scenario of the elevated temperature, and moisture is varied by 30 % around the standard value to account for the raised and
Table 2. Parameters used in the model. Inverse estimates of specific parameters and parameter range used are listed. Bolded variables are the 10 selected parameters based on the Morris elementary effect test.

<table>
<thead>
<tr>
<th>Process</th>
<th>Parameter</th>
<th>Unit</th>
<th>Initial value</th>
<th>Description</th>
<th>Parameter range</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assimilation</td>
<td>(E_{a_{micup}})</td>
<td>J mol(^{-1})</td>
<td>47.000</td>
<td>Soluble and diffused (S_y) uptake by microbial</td>
<td>–</td>
<td>Allison et al. (2010)</td>
</tr>
<tr>
<td></td>
<td>(V_{max_uptake}_f)</td>
<td>mg (S_x) cm(^{-3}) soil (mg) biomass cm(^{-3}) soil h(^{-1})</td>
<td>9.97e6</td>
<td>Maximum microbial uptake rate in fibrous horizon</td>
<td>([1.0e4, 1.0e8])</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>(c_uptake)</td>
<td>mg (S_x) cm(^{-3}) soil (mg) biomass cm(^{-3}) soil h(^{-1})</td>
<td>5.26e6</td>
<td>Maximum microbial uptake rate in amorphous horizon</td>
<td>([1.0e4, 1.0e8])</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>(m_uptake)</td>
<td>mg (S_x) cm(^{-3}) soil C(^{-1})</td>
<td>0.1</td>
<td>Temperature regulator of MM for (S_y) uptake by microbial</td>
<td>–</td>
<td>Allison et al. (2010)</td>
</tr>
<tr>
<td></td>
<td>(E_{a_{micup}})</td>
<td>J mol(^{-1})</td>
<td>48.092</td>
<td>Activation energy of microbes assimilating (S_y) to (CO_2) in fibrous horizon</td>
<td>–</td>
<td>Knorr et al. (2005)</td>
</tr>
<tr>
<td></td>
<td>(c_Sx)</td>
<td>mg assimilated (S_x) cm(^{-3}) soil</td>
<td>6.4334</td>
<td>Activation energy of microbes assimilating (S_y) to (CO_2) in amorphous horizon</td>
<td>–</td>
<td>Knorr et al. (2005)</td>
</tr>
<tr>
<td></td>
<td>(m_Sx)</td>
<td>mg assimilated (S_x) cm(^{-3}) soil C(^{-1})</td>
<td>0.1</td>
<td>Temperature regulator of MM for microbial assimilation of (S_y) ((kM_Sx))</td>
<td>–</td>
<td>Allison et al. (2010)</td>
</tr>
<tr>
<td>Decay</td>
<td>(E_{a_SOC_f})</td>
<td>J mol(^{-1})</td>
<td>41.000</td>
<td>Activation energy of decomposing SOC to soluble C in fibrous horizon</td>
<td>–</td>
<td>Modified from Davidson et al. (2012)</td>
</tr>
<tr>
<td></td>
<td>(E_{a_SOC_h})</td>
<td>J mol(^{-1})</td>
<td>58.000</td>
<td>Activation energy of decomposing SOC to soluble C in amorphous horizon</td>
<td>–</td>
<td>Modified from Davidson et al. (2012)</td>
</tr>
<tr>
<td></td>
<td>(V_{max_SOC_f})</td>
<td>mg decomposed SOC cm(^{-3}) soil (mg) Enz cm(^{-3}) soil h(^{-1})</td>
<td>9.17e3</td>
<td>Maximum rate of converting SOC to soluble C in fibrous horizon</td>
<td>([1.0e5, 1.0e8])</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>(V_{max_SOC_h})</td>
<td>mg decomposed SOC cm(^{-3}) soil (mg) Enz cm(^{-3}) soil h(^{-1})</td>
<td>3.76e3</td>
<td>Maximum rate of converting SOC to soluble C in amorphous horizon</td>
<td>([1.0e5, 1.0e8])</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>(c_SOC)</td>
<td>mg (SOC) cm(^{-3}) soil</td>
<td>400</td>
<td>Temperature regulator of MM for enzymatic decay of SOC to soluble C ((kM_SOC))</td>
<td>–</td>
<td>Allison et al. (2010)</td>
</tr>
<tr>
<td></td>
<td>(m_SOC)</td>
<td>mg (SOC) cm(^{-3}) soil C(^{-1})</td>
<td>5</td>
<td>Temperature regulator of MM for enzymatic decay of SOC to soluble C ((kM_SOC))</td>
<td>–</td>
<td>Allison et al. (2010)</td>
</tr>
<tr>
<td></td>
<td>(kM_O2)</td>
<td>cm(^{-3}) (O_2) cm(^{-3}) soil</td>
<td>0.121</td>
<td>Michaelis–Menten constant ((MM)) for (O_2) (at mean value of volumetric soil moisture)</td>
<td>–</td>
<td>Davidson et al. (2012)</td>
</tr>
<tr>
<td>(CO_2) production</td>
<td>(V_{max_CO2_f})</td>
<td>mg respired (S_y) cm(^{-3}) soil h(^{-1})</td>
<td>1.967</td>
<td>Maximum microbial respiration rate in fibrous horizon</td>
<td>([1.0e6, 1.0e8])</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>(V_{max_CO2_h})</td>
<td>mg respired (S_y) cm(^{-3}) soil h(^{-1})</td>
<td>6.447</td>
<td>Maximum microbial respiration rate in amorphous horizon</td>
<td>([1.0e6, 1.0e8])</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>(c_Sx)</td>
<td>mg assimilated (S_x) cm(^{-3}) soil</td>
<td>0.1</td>
<td>Temperature regulator of MM for microbial respiration of assimilated (S_y) ((kM_Sx))</td>
<td>–</td>
<td>Allison et al. (2010)</td>
</tr>
<tr>
<td></td>
<td>(m_Sx)</td>
<td>mg assimilated (S_x) cm(^{-3}) soil C(^{-1})</td>
<td>0.01</td>
<td>Temperature regulator of MM for microbial respiration of assimilated (S_y) ((kM_Sx))</td>
<td>–</td>
<td>Allison et al. (2010)</td>
</tr>
<tr>
<td>C input</td>
<td>Litter_NPPfrac</td>
<td>%</td>
<td>30</td>
<td>Fraction of NPP allocated to litterfall</td>
<td>–</td>
<td>Fan et al. (2008)</td>
</tr>
<tr>
<td>MIC turnover</td>
<td>MIC(_)SOC</td>
<td>%</td>
<td>50</td>
<td>Partition coefficient for dead microbial biomass between the SOC and Soluble C pool</td>
<td>–</td>
<td>Allison et al. (2010)</td>
</tr>
<tr>
<td></td>
<td>(c_death)</td>
<td>% h(^{-1})</td>
<td>0.02</td>
<td>Microbial death fraction</td>
<td>–</td>
<td>Allison et al. (2010)</td>
</tr>
<tr>
<td>ENZ turnover</td>
<td>(c_EinzProd)</td>
<td>% h(^{-1})</td>
<td>5.0e-4</td>
<td>Enzyme production fraction</td>
<td>–</td>
<td>Allison et al. (2010)</td>
</tr>
<tr>
<td></td>
<td>(c_EinzLoss)</td>
<td>% h(^{-1})</td>
<td>0.1</td>
<td>Enzyme loss fraction</td>
<td>–</td>
<td>Allison et al. (2010)</td>
</tr>
</tbody>
</table>

* \(c\_Sx\) and \(m\_Sx\) are used in both assimilation and \(CO_2\) production calculations.

lowered moisture scenarios. Such temperature and moisture perturbations are based on observed thermokarst features in interior Alaska (O’Donnell et al., 2012).

2.4 Model sensitivity analysis

In the sensitivity analysis, we ran the model for 5 years with the output as time series of annual pool sizes for SOC, MIC, Soluble C, and ENZ. The pool sizes from each layer (three layers total for each horizon) in fibrous and amorphous horizons are summed up, respectively, as our output of interest representing the four pools in fibrous and amorphous soils. We first implemented a screening test (Sect. 2.4.1) over the total 23 parameters (Table 2) to identify the most important parameters at low computational cost; a quantitative, explicit evaluation (SECT. 2.4.2) of the importance and interactions among the selected 10 parameters (bolded in Table 2) was then performed to provide detailed sensitivity analysis over those most influential parameters. The theoretical basis for the need of screening test is the Pareto principle (also known as the 80–20 rule), that is, 80% of the variation in model outputs can be attributed to 20% of all parameters (Saltelli et al., 2000a). The identification of the few influential parameters and the noninfluential ones can help reduce the uncertainty and computational load for more explicit and computationally expensive variance-based sensitivity analysis.

A more detailed description of the theoretical background for the sensitivity analysis methods used in this study can be found in Pappas et al. (2013). Below we briefly outlined the steps we took in this study.

2.4.1 Elementary effects analysis

The Morris (1991) elementary effects (EE) method for global sensitivity analysis is categorized as a one step at a time method, meaning that in each model run, only one input parameter is given a new value while other parameters remain the same. It is a full factorial sensitivity analysis of all calibrated parameters. An analysis of variance was used to determine the significance of each parameter on the variance.
Figure 3. Simulated versus observed soil heterotrophic respiration from chamber measured monthly soil respiration during March–October 2003 in a black spruce dominated forest site in central Alaska. Model parameters were estimated using inverse modeling to match modeled soil heterotrophic respiration with observations.

2.4.2 Variance-based sensitivity analysis

We applied the Quasi-Monte Carlo estimation of Sobol’s indices (Saltelli et al., 2010; Sobol et al., 2007) on parameter samples generated from low-discrepancy Sobol sequence. The parameters were designed to vary by 20 % around original values to reduce the uncertainty introduced by overestimated parameter range. The Sobol indices consist of two indices: (1) the first-order sensitivity index (i.e., main effect index) representing the contribution to the output variance of the main effect (the effect of varying the parameter $X_i$ alone) of a specific parameter; and (2) the total-order sensitivity index which accounts for not only first- but also higher-order effects in a sense that it measures the contribution to the output variance of the parameter $X_i$, including all variance caused by the interactions between $X_i$ and any other parameter/parameters.

The model was developed in C++ with ordinary differential equation solved using Runge–Kutta–Fehlberg 4(5) method. A portable implementation of the message passing interface, MPICH2 (1.4.1p1 with Intel 12.0.084 compiler) was used for parallel computing of parameter sweep to reduce computational cost. The sensitivity analysis was performed in the R statistical system (http://www.r-project.org). The inverse estimation of model parameters was conducted using the MATLAB optimization toolbox (Mathworks, 2012a). Any use of trade, firm, or product names is for descriptive purposes only and does not imply endorsement by the US Government.

3 Results

3.1 Morris elementary effect test

Fibrous and amorphous horizons are controlled by different parameters, and thus by different processes. Microbial biomass (MIC) in the fibrous horizon is most sensitive to parameters associated with solubilization, or the process of degrading SOC to soluble C ($E_{a, SOC_f}$ and $V_{max, SOC0_f}$, Fig. 4a), likely due to the low water holding capacity/higher porosity. MIC in the fibrous horizon is also highly sensitive to the activation energy of microbial assimilation ($E_{a,micup}$) and the external C input from litterfall (litter_NPPfrac), followed by enzyme kinetics-related parameters and the turnover of dead microbes to the SOC pool (MICtoSOC) (Fig. 4a). MIC in the amorphous horizon is generally dominated by the same set of parameters controlling fibrous C dynamics, with the exception that microbial assimilation ($E_{a,micup}$) exerts a much higher control in amorphous soil while solubilization ($E_{a, SOC_h}$) is not as influential as in fibrous soil (Fig. 4a). SOC generally resembled the sensitivity pattern of MIC except that SOC in the fibrous horizon is more sensitive to the external organic matter input (Litter_NPPfrac) (Fig. 4b). Soluble C in the fibrous horizon...
Figure 4. Screening test results (sensitivity index $\varepsilon = \sqrt{\sigma_{\text{EE}}^2 + \sigma_{\text{F}}^2}$) for (a) microbial biomass C pool (MIC) and (b) soil organic C pool (SOC) under a standard soil temperature and moisture (STDt and STDm) scenario.

Elevated temperature has overall greater effects on parameter sensitivity than altered moisture schemes and such effects are more pronounced in amorphous soil (Supplement Figs. S2–5). Elevated temperature alleviated the sensitivity of activation energy parameters in microbial assimilation ($E_a_{\text{micup}}$) in both horizons, likely due to alleviated energy limitation in the microbial activity, which only further alleviated the constrain of substrate supply (decreased sensitivity to $c_{\text{SOC}}$) in amorphous soil MIC and SOC (Supplement Fig. S2). Temperature and moisture both have a notable effect on SolubleC and ENZ in amorphous soil (Supplement Figs. S3–4). Similar to MIC and SOC in amorphous soil, elevated temperature alleviated energy limitation in microbial assimilation resulting in less sensitivity to $E_a_{\text{micup}}$. Raised soil moisture content with higher substrate diffusion likely increased the substrate supply (dissolved organic C) and thus further weakened the biochemical controls of microbial assimilation. This mechanism was also confirmed as responsible for the reduced sensitivity of SolubleC and ENZ to $E_a_{\text{micup}}$ as the effects of increased temperature and moisture were offset by moisture limitation under the lowered moisture scheme ($E_t$ and $L_m$), rendering an increased sensitivity to activation energy-related parameters.

Through the Morris’ elementary effect analysis, we selected 10 parameters (bolded in Table 2) out of the original 23 parameters for Sobol’s sensitivity test to further investigate their importance.

### 3.2 Sobol’s sensitivity test

A sufficiently large sample size was determined by a convergence test of sensitivity indices where sample size of 500,
Figure 5. Screening test results (sensitivity index $\varepsilon = \sqrt{\mu_{EE}^2 + \sigma_{EE}^2}$) for (a) soluble C pool (Soluble C) and (b) enzyme pool (ENZ) under a standard soil temperature and moisture (STDt and STDm) scenario.

1000, 2000, 4000, and 8000 were tested, respectively. The results showed that a sample size of 2000 produced similar indices to that of 4000 and 8000 and with narrower standard deviation compared with smaller sample sizes (Supplement Fig. S1). We therefore chose sample size of 2000 to conduct the Sobol’s sensitivity test for the 10 parameters selected via the screening test. This corresponded to $2000 \times (10 + 2) = 24000$ simulations.

3.2.1 Decomposition in current environments

In the fibrous horizon under standard temperature and moisture scenario, about 50–90 % of the variability in the pool sizes of MIC, SOC, Soluble C, and ENZ can be explained by the uncertainty of $E_{a_{micup}}$, $E_{a_{SOC_f}}$, $M_{IC_{toSOC}}$, and enzyme turnover-related parameters, respectively (Fig. 6b). Slightly less than half of this variability (20–40 %) is attributed to first-order effects (Fig. 6a), while the rest was due to interactions with other parameters (Fig. 6b). $c_{SOC}$ and enzyme kinetics-related parameters ($r_{EnzProf}$, $r_{EnzLoss}$) also explained about 10–40 % of the variability of four pools in the fibrous horizon, with the interactive effects mostly exhibited in SOC and ENZ (first-order index less than half of total) (Fig. 6). These interactions indicate a tight coupling between soil C decomposition and microbial extracellular hydrolytic enzymes. In the amorphous horizon, the majority (> 80 % of total effect) of the variability in each pool can be attributed to parameters related to microbial activity and enzyme turnover ($E_{a_{micup}}$, $M_{IC_{toSOC}}$, $r_{EnzProd}$ or $r_{EnzLoss}$) (Fig. 6b). $E_{a_{micup}}$, $M_{IC_{toSOC}}$, and $r_{death}$ exerted half of their impacts on MIC and SOC via interactions with other parameters. Soluble C in amorphous soil was almost exclusively controlled by $E_{a_{micup}}$ with the first-order index responsible for about 70 % of the pool size variability (Fig. 6a), while interactions with other parameters only added less than 5 % (Fig. 6b), suggesting the paramount importance of microbial assimilation to the simulated soluble C pool size. ENZ pool was largely controlled by parameters related to enzyme turnover ($r_{EnzLoss}$ and $r_{EnzProd}$) and soil enzymatic decay ($E_{a_{SOC_f}}$) with the majority of contribution coming from interactive effects (first-order index less than half of total).
Figure 6. Sobol’s estimates of first (a) and total-order (b) parameter sensitivity indices of microbial biomass (MIC), soil organic C (SOC), soluble C (SolubleC), and enzyme (ENZ) pools with their 95% confidence intervals (vertical lines) under standard soil temperature and moisture (STDt and STDm). 8 out of 10 selected parameters are presented here because the other 2 (Litter_NPPfrac and Vmax_SOC0_f) did not show significant sensitivity (sensitivity indices < 0.1).

Figure 7. Coxcomb plot of Sobol’s estimates of total-order parameter sensitivity indices for microbial biomass (MIC), soil organic C (SOC), soluble C (SolubleC), and enzyme (ENZ) pools under three altered environmental scenarios: elevated temperature and standard moisture (Et and STDm), elevated temperature and elevated moisture (Et and Em), elevated temperature and lowered moisture (Et and Lm) for fibrous horizon (first panel, a–d) and amorphous horizon (second panel, e–h).
3.2.2 Decomposition in altered environments

The general pattern of sensitivity in fibrous and amorphous horizons is similar to that under the standard environment except for several distinctions in response to altered temperature and moisture level. MIC and SOC in the fibrous horizon was primarily controlled by solubilization with high sensitivity to \(E_a_{\text{SOC}, f}\) and \(c_{\text{SOC}}\), followed by microbial assimilation (\(E_a_{\text{micup}}\)) (Fig. 7a, b), while the amorphous horizon was predominantly regulated by microbial dynamics-related processes (\(E_a_{\text{micup}}, \text{MICtoSOC}\) and \(r_{\text{death}}\)) (Fig. 7e, f). Temperature lowered the sensitivity of both horizons to activation energy terms but this effect was more notable in amorphous soil. Elevated temperature greatly reduced the sensitivity to energy threshold of microbial assimilation (\(E_a_{\text{micup}}\)) in the amorphous horizon by about 20% (from 0.7 in Fig. 6b to 0.58 in Fig. 7f) and STDm, while only about 10% in the fibrous horizon (from 0.38 in Fig. 6b to 0.34 in Fig. 7b), indicating temperature associated energy limitation could be a major cause for low microbial activity in amorphous soil. Alleviated energy limitation likely results in greater MIC biomass and subsequently raises the sensitivity to microbial turnover (\(r_{\text{death}}\), Fig. 7e,f). Altered moisture condition is expected to affect all 4 pools in the fibrous horizon, but only seems to have a slightly notable impact on Soluble C while other pools did not show a significant response (Fig. 7c).

In contrast, raised moisture likely alleviated the moisture-constrained substrate supply in the amorphous horizon and favors microbial growth, the greater MIC biomass results in higher sensitivity of parameters associated with processes of microbial activity (e.g., \(r_{\text{death}}, \text{MICtoSOC}\), Fig. 7e, f) and STDm and ET and Em, while reduced moisture condition offset the temperature effect and yield in similar sensitivity level with that under standard environment (Fig. 7g, h). The moisture response was overall less significant than the temperature effect with only marginal influence on parameter sensitivity (Fig. 7).

4 Discussion

4.1 Different dominating process in fibrous and amorphous soils

Environmental and biological factors exert different levels of control on amorphous and fibrous soils. Amorphous soil is predominantly controlled by microbial substrate assimilation (Figs. 4b, 6b), likely because the temperature induced energy limitation suppressed microbial activity. Increased moisture can alleviate the constraint to some extent, but microbial processes are still the primary controlling factors, inferred by the greater response of sensitivity to elevated temperature than to altered moisture (Fig. 7f). In fibrous soil, which is primarily limited by substrate supply and the solubilization process, increased moisture content does not have a significant effect on decomposition (Fig. 7b). This may partly be explained by the higher porosity (low water holding capacity) of fibrous soil. However, moisture effects in this model were only weakly captured in both horizons, indicating that key moisture control pathways may be missing in the model. For example, studies in a temperature forest ecosystem demonstrated that low soil moisture can strongly limit in situ enzyme activity in soils, compromising positive effects of warming (Steinweg et al., 2012). This moisture effect on enzyme activity was not represented in our model. The high sensitivity of the fibrous horizon to \(E_a_{\text{SOC}, f}\) indicates the enzyme-accessible substrate quality is an important factor of soil C decomposition in fibrous soil (Fig. 6b).

Many microorganisms produce exoenzymes that catalyze the breakdown of complex polymers to usable monomers (Ratledge, 1993). The importance of this enzyme kinetic process has been identified (Lawrence et al., 2009; Moorhead and Sinsabaugh, 2000) and proposed as a key mechanism for microbial C limitation due to low quality of soil or plant-derived substrate (Schimel and Weintraub, 2003). The increased sensitivity of SOC enzymatic parameters under elevated temperature (Figs. 6b, 7b, f) is in line with the established kinetic theory and with laboratory incubations or field measurements (Lenton and Huntingford, 2003; Liski et al., 2003; Lloyd and Taylor, 1994; Sanderman et al., 2003), where the larger portion of SOC converted to soluble form under elevated temperature causes larger variation in the SOC pool. The apparent limited response of fibrous soil to moisture variation in this study is likely to be directly attributed to the model structure where SOC decay is not directly regulated by soil moisture content. Such formulation is based on the concern that exoenzymes are usually released on or near the reactive site of the enzyme and thus at the surface of substrate. In reality, reactions can continue even under relatively low soil moisture content because of exoenzymes (Lawrence et al., 2009). In contrast to the amorphous horizon for which external C input does not have a direct impact, the high sensitivity of fibrous SOC to the litterfall C input (sensitivity measure of SOC to litterfall C input in Sobol test is small due to smaller parameter range than in screening test) indicates the importance of site productivity (e.g., leaf area index) to fibrous decomposition (see a modeling experiment in Reichstein et al., 2003).

Our model sensitivity results suggest that while fibrous soil is dominated by extracellular enzymes catalyzing SOC decomposition, the microbial biomass’ ability to use the breakdown products (microbial assimilation) appears to be the major controlling process in deeper amorphous horizons. Note here that the intrinsic microbial assimilation potential is prescribed to be the same in the two horizons (same \(E_a_{\text{micup}}\)). As the polymer breakdown and microbial assimilation of breakdown products can be disconnected (Schimel and Weintraub, 2003), such apparent sensitivity of the metabolic status of microbial community may mask the control of SOC enzymatic decay process and substrate
availability. This suggests that despite the recalcitrant SOC (as prescribed in the parameters for amorphous soils), in contrast with the fibrous horizon, substrate supply is not the predominant factor limiting decomposition. Instead, temperature and moisture limitation on microbial and enzyme activity and the subsequently reduced microbial population size and metabolic activities are important in the decomposition of the amorphous horizon. Our results provide a mechanistic explanation that agrees favorably with the molecular study of permafrost soils in Alaska, which concludes that low microbial abundances and activities are likely to be the major limitations on decomposition rates (Waldrop et al., 2009). In addition to the low temperature sensitivity of microbial-related parameters, as also suggested by Waldrop et al. (2009), our sensitivity analysis identifies the high sensitivity of SOC decomposition to moisture conditions via the control on substrate availability (Waldrop and Harden, 2008).

As microbial assimilation of DOC is directly regulated by the soil moisture content, reduced soil moisture could aggravate the limitation, making SOC decomposition even more sensitive to the microbial metabolism associated parameter (Ea_micup). Given the identified importance of microbial activities in amorphous soils and permafrost, changes in microbial composition and moisture condition may have a significant impact on soil C dynamics in boreal regions. As thawing permafrost alleviates diffusion constrains on substrate and hence enzyme activity, which concurrently enables growth of microbial biomass, permafrost degradation may generate greater SOC losses to the atmosphere (Schuur et al., 2008, 2009). The apparent response of microbial activity to moisture under thawing permafrost may also relieve the nutrient constraints on microbial assimilation, which although is not discussed in this study, may have implications for greater SOC loss via enhanced enzymatic decay (Mack et al., 2004; Schimel and Weintraub, 2003). Our modeling framework demonstrates the importance of microbial activity in amorphous soils underlain by permafrost. This mechanism is especially crucial in simulating soil C dynamics in boreal ecosystems where fire is a key component of ecosystem dynamics (Balshi et al., 2007, 2009; Kasischke and Turetsky, 2006), as post-fire reduction in microbial population size may reduce the potential of soil heterotrophs to decompose organic matter despite the warmer soil temperature in burned sites (Waldrop and Harden, 2008).

The apparent differences in sensitivity patterns between fibrous and amorphous soils should be explicitly represented in future modeling practices as soil organic matter is composed of different substrate pools exhibiting different sensitivities to environmental conditions (Conant et al., 2011; Hartley et al., 2007; Kirschbaum, 2004; Knorr et al., 2005). Such differentiation of soil substrate pools is critical in understanding long-term soil C dynamics, as soil components featured in long mean residence time (decades to centuries) comprise the majority of total soil C stocks (Conant et al., 2011). It is worth noting here that our results showed microbial turnover (r_death) and the fate of those residues (MIC-to-SOC) are among the most influential parameters. This conclusion aligns well with results from other microbial model analysis (e.g., Wieder et al., 2014) and suggests the potentially important role of these processes on soil organic matter stabilization (e.g., partitioning into physically vs. chemically protected SOC pools).

4.2 Limitations and implications

Our modeling framework accounts for the microbial activity and the enzymatic dynamics between SOC decomposition and the microbial physiology. However, it does not encompass several critical microbial physiological traits which may influence ecosystem-level C balance consequences. The freeze–thaw cycles that often occur in high-latitude permafrost regions may remobilize previously frozen DOC stocks and induce a pulse in microbial respiration (Hicks Pries et al., 2013; Schimel and Klein, 1996; Schuur et al., 2009; Vonk et al., 2013), reduce microbial biomass (Christiansen et al., 2012), and may also alter N mineralization which subsequently will have consequences on nutrient availability (Keuper et al., 2012; Schimel et al., 2007). Microbial community composition changes that may be induced by disturbance such as warming, fire, and soil freeze-thaw process may also result in impacts on soil C dynamics (Billings and Ballantyne, 2013). For example, changes in relative abundances of microbial functional groups may induce varying ability to compete for SOC and thus likely varying mass specific respiration rates, eventually leading to variation in soil respiration (Eliasson et al., 2005; Luo et al., 2001; Oechel et al., 2000). Shifts in microbial community structure could also alter the temperature sensitivity of decomposition (Bradford et al., 2008; Bradford et al., 2009). These complex feedback mechanisms are not included in the current model due to lack of sufficient theoretical understanding. Our results only weakly captured the effects of soil moisture on soil C mineralization as a driving variable, which can directly compromise the model’s ability to reproduce spatial patterns in soil C dynamics, as soil moisture has been shown to be an important control on heterotrophic respiration at both regional and local scales (Brito et al., 2013; le Roux et al., 2013; Suseela et al., 2012). Incorporation of currently omitted processes and the improvement of mathematical representation in soil decomposition models may be needed. The fixed MIC/SOC and CUE in the objective function may have influenced the posterior parameters obtained. However, because this study focuses on sensitivity analysis in which we examined a relatively wide range for each parameter, our approach is appropriate in this context. Further studies should make use of time series of such information to help better constrain the model.

This study demonstrates how global sensitivity analysis can be used as a powerful tool to identify principal mechanisms of soil C dynamics under various soil and
environmental conditions and highlights critical aspects of model structure and uncertainty. The sensitivity results are particularly relevant for model parameterization as they identify critical parameters that may have a large impact on model outputs (Cacuci et al., 2005). Such knowledge can potentially inform experimental practices about measurements that need to be taken and thus could be a power approach to guide data-model integration. It is worthy to note here that for model applications in ecosystems other than the one presented in this study, differences in parameter ranges could result in different sensitivity results (Wallach and Genard, 1998). For example, we might expect moisture to have a less important role in SOC pool size variations in mesic systems than in arid ecosystems. Wallach and Genard (1998) recommend global sensitivity analysis for the detailed analysis of parameter space over the entire spectrum of plausible values. In this study, as most of the parameters (Table 2) are not well documented at the site level or biome/plant-functional-type level, we therefore chose to evaluate a plausible range based on current knowledge. For future model applications, more detailed optimization may be desired for accurately estimating model parameters from observations.

5 Conclusions

In this study, we presented a mechanistically based soil C dynamic model and evaluated the sensitivity of SOC decomposition to temperature and moisture effects in fibrous and amorphous soil horizons via a global sensitivity analysis. Our results showed that substrate availability, limited by both soil water diffusion and substrate quality, is a major constraint on SOC decomposition in the fibrous horizon, while energy limitation induced microbial activity is a primary control in amorphous soils. The tight coupling between soil organic matter mineralization and microbial extracellular hydrolytic enzymes is a critical process in both horizons. Elevated temperature alleviated the energy constraint of microbial activity most notable in amorphous soils, whereas moisture only exhibited a marginal effect on dissolved substrate supply and microbial activity. The apparent differences in sensitivity patterns between fibrous and amorphous soils in our results suggest that soils with different decomposition properties are controlled by different dominating processes. Soil decomposition models should consider explicitly representing different boreal soil horizons and soil—microbial interactions to better characterize biogeochemical processes in boreal forest ecosystems. A more comprehensive representation of critical biogeochemical mechanisms of soil moisture effects (e.g., plant root—soil interactions and freeze—thaw impact) may be required to improve the performance of the soil model we analyzed in this study.

The Supplement related to this article is available online at doi:10.5194/bg-11-4477-2014-supplement.
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